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INTRODUCTION

1.1. MOTIVATION

Wind energy offers a potential to reduce carbon emissions and mitigate worldwide climate change, although a faster wind energy deployment is needed in order to avoid dangerous global warming (Barthelmie et al., 2014). Also, a further growth of wind energy offers political and economical advantages for countries, by having the potential to reduce their reliance on the import of energy.¹

While on a global level, there are no insurmountable technical constraints hindering a further growth of wind energy (Edenhofer et al., 2011), on a local level, policy makers are faced with growth-limiting factors that include limited financial means of private and public parties after the recent global economic crisis, the competitive cost-levels of energy from fossil fuels, and in many areas, limitations on the available appropriate locations for the placement of large wind turbines.

The Netherlands is a country where each of these growth-limiting factors play a role. After the recent financial crisis, it became more difficult to develop wind energy projects in The Netherlands, since external investors demand a higher investment participation from project owners, and the focus of government subsidy programs shifted towards reducing the cost of energy before making large investments in wind energy capacity. While the cost of energy generated with onshore wind turbines is becoming competitive with that from fossil fuel-fired plants, the available locations for onshore wind turbines are becoming scarce. The future development of Dutch wind energy will therefore for

¹The European Union’s (EU’s) import of energy currently amounts to 53% of its consumption, and this import represents a value of more than 1 billion euros a day. This makes the EU economy vulnerable to fuel-price volatility and disruptions of the supply, which may have natural or political causes. In order to reduce this vulnerability, the European Commission recommends the EU member states to increase their own energy production, pointing out wind energy as a form of renewable energy that is increasingly competitive with other energy sources (European Commission, 2014).
a large part take place in the sea: the government plans to realize an offshore wind energy capacity of 3,450MW, by 2023. Currently however, offshore wind energy is about 60% more expensive than onshore wind energy, and in the heavily-used Dutch part of the North Sea, the space available for wind energy is limited. The general policy, both offshore and onshore, is that new wind turbines are placed in clusters (wind plants).


Grouping the turbines in wind plants helps to reduce land- or sea-area use and landscape impact, and reduces the costs of installation and maintenance, and of connecting the turbines to the grid through cabling. A downside of placing wind turbines in larger plants, is that the aerodynamic interaction between the turbines may have a negative effect on the total electrical power production of the wind turbines, and may increase the loads experienced by turbines. The aerodynamic interaction effects are caused by the turbine wakes, which are the flow structures that form behind each turbine (cf. Figure 1.1 for an illustration). The negative effects of this aerodynamic interaction can be mitigated by placing the turbines further away from each other in the more prevailing wind direction, resulting in a lay-out optimization step in the design of the wind plant (Mosetti et al., 1994; Samorani, 2013), and/or by using wind plant control techniques during the operation of the wind plant (this thesis).

Figure 1.1: Clouds forming in the Horns Rev offshore wind plant in Denmark, showing the flow structures behind each turbine (the wind turbine wakes), that cause interaction with the turbines downstream. Source: Christian Steiness. See also Hasager et al. (2013) for more information on the picture.

The concept of wind plant control, that was first proposed in (Steinbuch et al., 1988), aims at improving the performance of the wind plant as a whole, through coordinating the control operations across the wind turbines. Wind plant control has the possibility to reduce wind energy costs both by maximizing the power output of the plant as a
whole (instead of each individual turbine, which can be suboptimal), as well as by helping to reduce the loads experienced by turbines. Also, through combined optimization of wind plant control and wind plant lay-out, a further increase of the power density (generated electrical power per land area) of new wind plants can be achieved (Fleming et al., 2014c).

As part of the Dutch program for wind energy, researchers in industry and academia participating in the Far and Large Offshore Wind (FLOW) research program aim to realize a cost of energy reduction in 2015 of 20% for offshore wind energy compared to 2010, through various innovations (FLOW, 2010a). In the area of controls engineering, this research has aimed at innovations in the field of wind plant controls, and consist of the work in FLOW (2010b), and this thesis.

In this thesis, we specifically focus on improving the wind plant performance by taking into account the aerodynamic interaction between the turbines in the wind turbine control algorithm. When considering the optimization of the plant performance, we specifically aim at maximizing the power output and/or mitigating the loads on the wind turbines, rather than regulating their output towards certain set-point in order to maintain the balance between generation and demand on the electricity grid (cf. Aho et al. (2012)), although this may be a possible extension of some of the work.

1.2. BACKGROUND AND STATE-OF-THE-ART

In the previous section, we argued that wind plant control that takes into account wake interaction effects, can enhance the performance of the wind plant. In this section, we will provide background information on the characteristics of the wakes (Section 1.2.1), and on the state-of-the-art of individual wind turbine control (Section 1.2.2), before discussing the current work in wind plant control research (Section 1.2.3). Because most of the state-of-the-art wind plant control methods are model-based, also background information on wind plant models is provided in Section 1.2.4.

1.2.1. WIND TURBINE WAKES

The wind turbine wake is the flow structure downstream of a wind turbine, that is characterized by:

- a reduced flow velocity caused by the extraction of energy from the flow by the turbine,

- an expansion of the wake cross-sectional area: as the flow decelerates under the influence of the blade forces, the streamtube of the wake will expand as an effect of the principle of conservation of mass,

- an increased turbulence intensity caused by the obstruction of the flow by the turbine, and the resulting velocity gradients in the flow (shear),
The properties of the wake have been studied extensively, see Crespo et al. (1999); Vermeer et al. (2003); Sanderse et al. (2011) for literature overviews. The above characteristics are of interest for the control of wind turbines in wind plants, since the velocity deficits will cause a decrease of power production of turbines standing in the path of a wake of another turbine, and the increased turbulence may increase the loads on those downstream turbines.

The amount of wake interaction between turbines is not only dependent on the overlap area of the wake of the upstream turbine with the rotor of the downstream turbine, but also on the distance between the turbines. This is because as the flow in the wake moves downstream, it will recover to the surrounding flow conditions (turbulence intensity, speed and main direction) through convection and diffusion. The turbulence in the flow promotes this process of wake recovery by mixing of the flow in the wake and the surrounding stream. Apart from the above-mentioned turbulence and shear caused by turbine and the velocity deficits in the wake itself, also the roughness of the Earth’s surface, and thermal effects in the atmosphere cause turbulence and (vertical) shear in the inflow and downstream in the wake and the surrounding flow. Therefore, the ambient atmospheric conditions, consisting of the inflow turbulence intensity and the atmospheric thermal stability conditions, influence the amount of wake recovery (Abkar et al., 2014; Barthelmie et al., 2010), and thereby also the amount of interaction between turbines in a wind plant.

In descriptions in literature, wakes are often subdivided in a near wake region (close to the rotor) and a far wake region (further downstream). In the near wake, the turbine geometry directly affects the flow. In this region, vortices (rotating flow structures) caused by the tips and roots of the blades are present, that are characterized by a high turbulence intensity and large velocity gradients. In the far wake, the flow velocity profile has evened out more, and the effect of the rotor is only seen through more large-scale effects of velocity deficit, and increased turbulence intensity.

Another effect observed in wakes structures, called wake meandering, consists of large oscillating movements of the velocity deficit area in the lateral and vertical direction (see Aubrun et al. (2012), for example). Suggested causes for wake meandering are the large-scale turbulent structures in the atmosphere perturbing the flow direction of the wake (España et al., 2011; Larsen et al., 2007, 2008), and the regular formation and shedding (releasing) of vortices at the turbine rotor blades (Medici et al., 2006).

The concept of wind plant controls relies on the fact that the amount of wake interaction, i.e. the effect that one turbine has on another turbine through its wake, is dependent on the control settings of the turbines, since they influence the forces that the wind turbine exerts on the wind flow. In the next section, it is explained what the control degrees-of-freedom of a modern turbine are, and how they are used to control the power conversion of the turbine, as well as the loads on the system.
1.2.2. INDIVIDUAL WIND TURBINE CONTROL

In Figure 1.2 the main components of a horizontal-axis wind turbine\(^2\) are shown, as well as a subsystems-level model scheme for the power conversion in the wind turbine, and the control of this process. The wind turbine consists of a rotor, most often with three rotor blades, that is attached to a generator through a drive-train. The generator and drivetrain are housed in a nacelle, which is supported by a tower. The nacelle can be rotated around the tower axis by a yaw mechanism. The rotor blades extract momentum from a wind field passing the rotor-swept plane, into forces driving the rotor. The drivetrain transfers the aerodynamic torque on the rotor, \(T_r\), to the generator shaft, either directly (which is referred to as direct-drive), or through a transmission (a gearbox). The generator converts the rotational kinetic power into electrical power \(P\), and generates a reactive torque on the shaft, \(T_g\).

The efficiency of the power conversion from wind field kinetic power to wind turbine electrical power production in steady-state, is referred to as the power coefficient \(C_P\). With this definition, the steady-state electrical power production of the wind turbine is (Molenaar, 2003):

\[
P = \frac{1}{2} \rho A U^3 C_P
\]  

(1.1)

where \(\rho\) is the air density, and \(A\) the rotor-swept area. Scalar \(U\) is the effective speed of the wind field passing through the rotor, being the averaged wind speed that would be measured if the rotor was not present. The state-of-the-art power and rotor speed control mechanism of a horizontal wind turbine is the variable-speed, variable-pitch control concept. It makes use of the fact that the effectiveness of the rotor to generate torque on the generator, and thus the \(C_P\)-factor, is dependent on the inclination angle of the wind on the rotor blades, that can be adjusted by changing the pitch angle of the blades (rotating the blade around its longitudinal axis) and/or the tip-speed-ratio of the rotor, defined as:

\[
\lambda = \frac{\omega R}{U}
\]  

(1.2)

where \(\omega\) is the rotational speed and \(R\) the radius of the rotor. In Figure 1.2 an example \(C_P\)-curve is shown, showing the dependence of this factor on tip-speed ratio \(\lambda\), and blade pitch \(\beta\). Also, an expression for the aerodynamic torque \(T_r\) on the rotor is given, in which \(\eta_g\) is the efficiency of the conversion of the rotor rotation kinetic power to generated electrical power. Together, these relations are used to characterize the steady-state rotor aerodynamics. To regulate the amount of power conversion and the rotor speed, a controller sets a desired generator torque \(T_d\), tracked by an internal controller of the generator, and a desired pitch angle of the blades \(\beta_d\), a signal that is tracked by a pitch servo motor on each blade.

A simplified objective power curve for the controller is shown in Figure 1.3. For wind speeds below a certain threshold \(U_{\text{cut-in}}\), the generation of electrical energy is not worthwhile, this range of wind speeds is referred to as Region 1. In the range between the cut-in wind speed \(U_{\text{cut-in}}\) and the rated wind speed \(U_{\text{rated}}\) (Region 2), the controller aims

---

\(^2\)Although there exist numerous architectures for wind turbines (see Hau (2013b) for an overview), this thesis focuses on horizontal-axis wind turbines, currently the most-used architecture in the wind industry.
Figure 1.2: Subsystems-level model scheme for power conversion in a three-bladed horizontal-axis variable-speed, variable-pitch wind turbine. The forces exerted by the wind on the rotor blades generate a torque on the rotor $T_r$. This torque $T_r$ is dependent on the effective wind speed $U$, the rotor speed $\omega$ and the pitch angle of the blades $\beta$. The rotor torque is transferred by the drive-train to a generator producing electrical energy. The internal controller of the pitch actuator tracks a desired pitch angle $\beta_d$. The power generating unit has an internal controller tracking a desired generator speed $\omega_d$. These control inputs are used by a power and speed controller to regulate the electrical power produced by the wind turbine and the rotor speed.

Figure 1.3: A possible objective power curve for the controller of an individual wind turbine. In Region 2, the turbine controller tracks the maximum power generation, while for higher wind speeds it tracks a rated power $P_{\text{rated}}$. Note that while the objective power generation varies with the wind speed, the control commands itself are mostly based on rotor speed measurements, rather than the (less reliable) wind speed measurements.
to have the power conversion at maximum efficiency, by choosing the pitch at the setting $\beta_{opt}$, and regulating the tip-speed-ratio towards $\lambda_{opt}$, an operating point that corresponds to the maximum $C_P$ value, $C_{P_{opt}}$ (see the $C_P$-surface in Figure 1.2). The optimal tip-speed-ratio $\lambda_{opt}$ is reached in steady-state if the generator torque is set as:

$$T_{g,opt} = K \omega^2$$

with

$$K = \frac{\rho A R^3 C_{P_{opt}} r}{2 \lambda_{opt}^3}$$

(1.3)

where $r = \omega/\omega_g$ is the gearbox ratio. The above control law follows from substituting the optimal operating point in the relation for $T_r$ in Figure 1.2, and removing the explicit dependency on the effective wind speed (that is not directly measurable) using the tip-speed ratio. Above the rated wind speed $U_{rated}$, in Region 3, the objective of the controller is to keep the electric power production, as well as the rotor speed and generator torque, below a certain maximum allowed (rated) value, in order to avoid overload of the mechanical structure and the power electronics. This is done by keeping the generator torque constant to the rated value, and adjusting the pitch angle of the blades to track the rated rotor speed. Thereby the pitch is increased with the wind speed to reduce the rotor efficiency. An often-used strategy to track the maximum rotor speed, is by using a Proportional-Integral (PI) control law for the pitch angle. In this strategy, each of the blades have the same pitch angle $\beta$, therefore this control loop is referred to as collective pitch control.

In individual wind turbine control, the yaw mechanism is mainly used to keep the rotor faced into the wind, which maximizes the energy extraction. In order to reduce actuator usage, the yaw reference is only updated when a certain threshold offset of the yaw with the wind direction is measured. The minimum time between yaw reference updates on a wind turbine may be in the order of tens of seconds to minutes (examples are discussed in Hau (2013a) and Kragh et al. (2013b)). The tilt angle is not actuated, a small constant offset of the rotor axis with the horizontal plane is often used to prevent the blades hitting the tower in high winds.

The power and speed control strategies described above are somewhat simplified. Between the different control regions shown in Figure 1.3, additional transition regions are defined in order to improve start-up behavior or to avoid high rotor speeds (see Jonkman et al. (2009) for an example). Further, the power and speed control scheme described above may be extended with additional control loops. Most often, load control is the goal of these extensions. Controls reducing fatigue and extreme loads will reduce damage to components and lengthen the turbine lifetime, and will possibly allow the use of lighter designs (e.g. more slender blades and lighter support structures), enabling a reduction of the manufacturing and operational costs of wind turbines (Lantz et al., 2012). The rotor blades experience a spatially- and time-varying wind field, causing vibrational loads on the blades that also propagate to the drive-train and the support system. Because the blades rotate through the field, the experienced loads have large periodic components. Control measures to reduce these vibrational loads include:

- Adjustments of the control laws to avoid certain rotor speeds at which periodic loads due to rotational sampling of the wind field would excite resonances of the system (Bossanyi, 2003b).
• Using the generator torque or the collective pitch for feedback control to dampen dynamic loads on the tower and drive-train (Bossanyi, 2003b).

• Using individual pitch control (IPC) techniques, where the forces on each rotor blade are individually controlled using different blade pitch offsets for each blade. By feeding back measured loads (e.g. strain of the blade roots), and transforming them to a non-rotating reference frame, the periodic loads on the blades and support structure can be reduced, at the cost of more high-frequent use of the pitch actuator (Bossanyi, 2003a).

• Using local actuation on the blades (e.g. using flaps) to locally affect the forces of the wind field on the system (van Wingerden et al., 2008).

The above technologies are ordered, in an arguable way, by their maturity in development. While the first ones are more common in industrial practice, the latter are in research and development stages. Apart from the trend towards increasing the number of control loops in the turbine for load reduction, also there is a trend towards using system identification (using measured input-output data to derive models to be used controls development) and advanced data-driven techniques (in a more general sense, using measured data to perform control actions). These techniques can be used to adjust control laws to time-varying dynamics of the wind turbine, or to possible errors between the real wind turbine and theoretical models. Examples are found in Houtzager (2011); van der Veen (2013).

1.2.3. WIND PLANT CONTROL

In the previous section, we have described how individual wind turbines are controlled. When applying wind plant control for optimization of plant-wide electrical power production and wind turbine load reduction, some of the turbine controllers may need to deviate from the locally optimal control settings for the wind turbine. For example, an upstream turbine may need to reduce its power production in order to reduce the wake effects on downstream turbines, and increase the total power production of the wind plant. In this wind plant control approach, the control settings of the individual turbines are optimized with a global objective (e.g. total power production of the wind plant). Hence, in the context of this thesis, wind plant control consist of cooperative control of the turbines: the turbines exchange information which each other, or with a supervisory controller, and act on this information in order to reach a global objective (Bai et al., 2011).

Wind plant control strategies have different ways of using the controls degrees-of-freedom (DOFs) of the turbine. In Section 1.2.2 the conventional control DOFs were identified as the pitch angles of the blades, the generator torque, and the yaw angle. Since each of these control DOFs affect the power extraction of the wind turbine, they also affect the velocity deficit in the wake. When we only use the control DOFs to affect the wake velocity deficit, we refer to this as axial-induction-based control. Most wind plant control approaches in literature use this strategy, using generator torque and blade pitch as control DOF. Further, the direction of the wake can be changed using control,
such that the overlap of the wake with downstream rotors can be avoided or reduced. This type of control is referred to as wake redirection control. Wake redirection can be achieved using the yaw DOF (Dahlberg et al., 2003), as well as using individual pitch control (this thesis, Section 2.4.2).

For both wake-redirection and axial-induction based wind plant control, most current research studies on wind plant control methods take a model-based approach. In these studies the optimal control settings in wind plants are found, using models of wake effects in wind plants that range from simplified engineering models (e.g. Horvat et al. (2012), Heer et al. (2014) for axial-induction-based control, and Park et al. (2013) for wake redirection control) to mid- and high-fidelity simulations tools (Soleimanzadeh et al. (2013), Schepers et al. (2007), Annoni et al. (2014b), Goit et al. (2014) for axial-induction-based control).

In the model-based control approach, a computationally-efficient engineering model of the wake effects in a wind plant is useful for quickly finding optimized control settings using iterative algorithms, while a more high-fidelity wind plant model, that tends to be more computationally complex, may be used for validation (before final tests on a real wind plant). In the next Section 1.2.4, we will provide an overview of wind plant models. A challenge for model-based strategies is that the optimal settings are dependent on the wake recovery properties, and that those properties are affected by the atmospheric conditions that are varying with time (cf. Section 1.2.1). Therefore, if model-based optimization is used to find the optimal settings for a wind plant at a particular time instant, the model parameters should match the specific atmospheric conditions at that time.

With this in mind, a model-free data-driven optimization method has been proposed in Marden et al. (2013) that tests the control settings, evaluates the effect on the total wind plant performance, and reiterates. Similar data-driven control methods, based on extremum-seeking control techniques, are presented in Johnson et al. (2012). A challenge with data-driven approaches, is that within the wind plant, there are significant delays between a control settings change on one turbine, and the effect on downstream turbines, since the wake effects have to propagate through the flow field. Therefore, the time-efficiency of data-driven methods depends strongly on the efficiency of the optimization.

1.2.4. WIND PLANT MODELING

In the context of this thesis, a wind plant model describes the interaction of a wind turbine with the atmospheric boundary layer. This interaction with the atmosphere also includes the interaction that the turbines may have with each other, through the wakes that form in the atmosphere behind each turbine. In recent years, a large number of wake models have been presented in literature. These models have different levels of complexity and fidelity, and may have different purposes, e.g. wind plant performance evaluation, lay-out optimization or controls development. A short recent overview of wind plant models can be found in Moriarty et al. (2014). In Table 1.1 some examples are given to illustrate the variety of models.
1. **Introduction**

<table>
<thead>
<tr>
<th>model name</th>
<th>flow field submodel</th>
<th>rotor submodel</th>
<th>turbine submodel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jensen model (Jensen, 1984)</td>
<td>static parametric description of steady-state wake velocity profile</td>
<td>actuator disk</td>
<td>( C_P, C_T ) relations for power and thrust (eq. 1.1, 1.4)</td>
</tr>
<tr>
<td>Frandsen model (Frandsen et al., 2006)</td>
<td>static parametric description of steady-state wake velocity profile</td>
<td>actuator disk</td>
<td>( C_P, C_T ) relations for power and thrust</td>
</tr>
<tr>
<td>quasi-steady wind farm flow model (Brand et al., 2010)</td>
<td>static parametric description of steady-state wake velocity profile parametric description of standard deviation accounting for turbulence</td>
<td>actuator disk</td>
<td>( C_P, C_T ) relations for power and thrust relations for static bending loads</td>
</tr>
<tr>
<td>wind farm space model (So- leimanzadeh et al., 2014, 2012)</td>
<td>linearized 2D unsteady NS no additional turbulence model</td>
<td>actuator disk</td>
<td>( C_P, C_T ) relations for power and thrust relations for static bending loads relations for effect of yaw on wake velocity (deflection effects not included)</td>
</tr>
<tr>
<td>dynamic wake meandering model (Larsen et al., 2008; Hao et al., 2014)</td>
<td>2D (radial) simplified steady NS (Ainslie, 1988) mixing-length turbulence model corrections for wake meandering and vertical shear</td>
<td>actuator disk</td>
<td>( C_P, C_T ) relations for power and thrust FAST aero-elastics dynamics model (Jonkman et al., 2005)</td>
</tr>
<tr>
<td>FarmFLOW (Schepers et al., 2007)</td>
<td>3D simplified (parabolized) steady NS ( k-\epsilon ) turbulence model corrections in near wake</td>
<td>actuator disk</td>
<td>( C_P, C_T ) relations for power and thrust</td>
</tr>
<tr>
<td>ActiveWindFarms LES model (Goite et al., 2014)</td>
<td>3D unsteady NS LES</td>
<td>actuator disk</td>
<td>( C_P, C_T ) relations for power and thrust</td>
</tr>
<tr>
<td>SOWFA (Churchfield et al., 2012b)</td>
<td>3D unsteady NS with thermal buoyancy effects LES</td>
<td>actuator line</td>
<td>( C_P, C_T ) relations for power and thrust FAST aero-elastics dynamics model (Jonkman et al., 2005)</td>
</tr>
</tbody>
</table>

- \( \checkmark \) main model for wake velocity profile
- ① additional model for small-scale turbulence effects
- ⑥ additional heuristic corrections

Table 1.1: Overview of a selection of wind plant models, ordered, in an arguable way, by their level of fidelity (level of reality). Flow field submodels that describe the velocity profile of the wake (\( \checkmark \)), vary from simplified static parametric descriptions, to CFD simulations based on Navier-Stokes (NS), with several levels of fidelity. The parametric models are all static relations, and in the CFD models there are some models that describe the steady-state flow field, based on (quasi-)steady NS, while there are other models that describe the dynamics of the wind flow based on unsteady NS. The methods used for including effects of (small-scale, unresolved) turbulence (①) are varying from the more simplified models (\( k-\epsilon \), mixing length) to more advanced Large Eddy Simulation (LES) methods. In some of the CFD models, additional heuristic corrections (⑥) are applied to compensate for simplifications of the Navier-Stokes flow model. Also in the turbine model, there are several levels of fidelity of the models; from static relations based on the \( C_P, C_T \) relations, with several augmentations to predict load effects, to an aero-elastics dynamics model of the turbine.
A wind plant model for use in wind plant control includes the following elements (as also illustrated in Figure 1.4):

- **A model describing the flow characteristics in the wind field around the turbines.** These flow field models range from simplified heuristic or analytic models consisting of explicit expressions describing the properties of the flow field (e.g. the velocity, turbulence intensity, direction) as a function of a limited number of input parameters (we refer to them as parametric models), to computational fluid dynamics (CFD) models that rely on solving the Navier-Stokes equations of motion in the flow field to predict its physics, cf. Table 1.1. Within these categories, several levels of fidelity for the prediction of different properties of the flow field can be distinguished, e.g. static (steady) versus dynamic (unsteady) models, two-dimensional (2D) versus three-dimensional (3D) models, etc.

- **A model of the forces of the wind turbine on the flow and the reactive forces of the flow on the wind turbine.** If the wake model has the purpose of being used for control development, the effect of the control degrees-of-freedom (pitch, rotor speed and possibly yaw or tilt) on the rotor forces are to be included in this part of the model. The exact representation of the blade bodies in the flow is generally too computationally costly for the simulation of wind plants, therefore modeling methods with simplified rotor representations are used. In the actuator disk method, the rotor is modeled as a disk of distributed forces exerted on the flow. As an example, in its most simple form, the thrust force $F_T$ of the rotor on the flow is assumed to be uniformly distributed over the rotor disk, and modeled using a
static relation:

\[ F_T = \frac{1}{2} \rho A C_T U^2 \]  

(1.4)

where, as before, \( A \) is the rotor area and \( \rho \) the air density, and \( C_T \) is the thrust co-

efficient that, similar to the \( C_P \) factor, is dependent on the control settings, and \( U \)

is the effective wind speed estimated with the flow characteristics model. A more
detailed representation is the actuator line method, introduced by Sørensen et al.
(2002), where each blade is represented as a distribution of forces along a moving
line, and at a number of points of the blade, these forces on the flow are calculated
from the local flow velocities using the local lift and drag characteristics of the air-
foil. An even more accurate, but also more computationally costly representation
is one in which the blades are represented as planes of distributed forces (the ac-
tuator surface method). Refer to Sandorsey et al. (2011) for a more comprehensive
overview of rotor modeling methods.

- A model describing the effect of the flow forces on the performance of the wind
turbine system, in terms of power production and, in some but not all models,
loads on the system. This part of the model may range from a simplified static
model describing the turbine performance as a function of the effective wind speed,
to more comprehensive models describing the full structural dynamics. An exam-
ple of a simplified steady-state power production model was given previously in
Section 1.2.2 (eq. 1.1), and an example of a simplified structural loads model is
the one presented in Soleimanzadeh et al. (2012), which relates the steady-state
thrust (predicted by eq. 1.4) to the tower and blade bending loads. A comprehen-
sive wind turbine structural dynamics model that has been included in wake in-
teraction models is the FAST model (see below in SOWFA description).

- If the model is to be used for evaluating wind plant control models, a wind plant
controls structure needs to be emulated. The wind plant controller communi-
cates with each of the wind turbines, collecting local measurements at the turbine
sensors and sending information or commands to each of the turbines.

In the context of this thesis, it is important to note that not all wind plant models
are able to predict the effect of all the control DOFs on the flow field. More specifi-
cally (cf. Table 1.1), while the high-fidelity LES wind plant model SOWFA contains all
the physics models to able to predict the effects of the yaw DOF and individual pitch
control on the flow field in terms of the wake redirection, the simplifications in the wind
plant state-space model (Soleimanzadeh et al., 2014) and the dynamic wake meandering
model (Hao et al., 2014) make that these wake redirection effects are not captured in the
model. Also, the parametric models in Table 1.1 do not contain relations to predict the
wake redirection effects of control3.

Below, we will discuss SOWFA in more detail, as it will be used in different parts of
this thesis to evaluate wind plant controls concepts.

3The parametric model used in (Park et al., 2013) for yaw-based wake redirection was left out of the overview,
since it is not validated with high-fidelity simulations or measured wind plant data.
1.2.4.1. The SOWFA Wind Plant Model

One of the more comprehensive wind plant models available is the Simulator for Onshore/Offshore Wind Farm Applications (SOWFA). It is explained in more detail in Churchfield et al. (2012b). Here, a summary of the main features relevant for this thesis, are given.

SOWFA’s wind field model consists of a CFD simulation of the 3-dimensional wind flow around the turbine rotors in the atmospheric boundary layer, using a large-eddy simulation (LES) method (example results are shown in Figure 1.4 and 1.5). In the LES method, in order to limit the computational cost of the simulation, the larger scales of the flow field are resolved by solving the temporally and spatially discretized unsteady Navier-Stokes equations with additional stress terms that empirically model the effect of the turbulence in the smaller unresolved (subgrid) scales. In the Navier-Stokes model, Coriolis forces that account for the Earth’s rotation are included in the momentum equations, as well as a buoyancy term that models the combination of gravitational and thermal effects on the flow. To generate the buoyancy term, also the advection-diffusion equations for temperature need to be resolved. The rotors are represented by rotating actuator lines in the flow field simulation (the nacelle and tower of the turbine are not represented). The local velocity vectors at points along the actuator line are sampled from the flow field. From these, the FAST wind turbine aero-elastic multibody dynamics simulation (Jonkman et al., 2005) then calculates at each simulation time-step:

- the blade forces on the flow distributed along the actuator lines, using the local lift and drag properties of the blade airfoil,
- the structural loading responses induced by the aerodynamic forces (e.g. blade, tower, and drive-train loads),
- the resulting rotor acceleration, speed and position,
- the displacements of the actuator line caused by blade and tower bending, rotor rotation and yaw,
- the electrical power production of the turbine.

Apart from the velocity field samples from the CFD simulation, inputs to the FAST aero-elastics simulation are control settings (reference signals for blade pitch, generator torque, and yaw angle) and the turbine design properties. A controller algorithm can be included in FAST to provide the control settings. Further, in Fleming et al. (2013a,b) a wind plant controls structure was introduced in the SOWFA simulation framework, that can send and receive measurements and commands from and to each wind turbine in simulation. This controller can be used to implement and test plant-wide control strategies in the SOWFA simulation environment.

Prerequisites for a wind plant simulation experiment in SOWFA are the initial conditions for the flow field, as well as the inflow to the simulated domain. These should represent the ambient atmospheric conditions that a researcher is interested in testing in simulation. They are generated by running a so-called precursor simulation. In this precursor simulation, there are no turbines present. The outflow properties are measured,
and the boundary conditions on the inflow side of the domain are set the same, such that the flow is cycling through the domain. A pressure gradient over the domain is set to control the mean velocity and direction at hub-height to a certain desired value for the following simulation experiment. At the bottom of the domain, a ground surface roughness is set, that will cause turbulence to be generated, i.e., with this surface roughness, a desired turbulence intensity can be set. Further, a surface temperature flux is set, which also affects the turbulence intensity by imposing a certain atmospheric stability condition. The simulation is started with an initial velocity, pressure and temperature profile, and once the turbulence structures reach a quasi-steady state, they are sampled for the duration of the following simulation experiment, and stored. This stored flow field is then prescribed as the inflow for the simulation experiment with the turbine present in the flow.

If SOWFA is used for high-fidelity predictions of the wake interaction and the atmospheric effects on the wind turbine performance, a detailed representation of the flow field dynamics needs to be calculated. This includes resolving the blade-induced vortices in the near wake, as well as the turbulence properties in the far wake and the upstream induction zone (the part of the flow field upstream of the turbine that is affected by the rotor, cf. Simley et al. (2014)). To do this, a spatial discretization with relatively small dimensions (typically around 3 meters) is used around the turbines and in the wake. Also, the effects of larger turbulent structures in the atmosphere on the wake need to be included (in order to predict wake meandering, for example), resulting in a large simulated domain. Therefore, for these high-fidelity simulations, the computational complexity of SOWFA is rather large. A typical calculation will take tens of hours of distributed computation on clusters with a few hundred processors.
1.3. THESIS OBJECTIVES

With the objective to contribute to the reduction of the cost of energy of offshore and onshore wind energy (cf. Section 1.1), this thesis aims to further develop control techniques that improve the performance of the wind plant, by taking into account wake interaction effects.

In Section 1.2.1 it was explained that the wake interaction is influenced by the atmospheric conditions. A wind plant control strategy that is to be applied on a real wind plant in changing atmospheric conditions, should therefore be able to adapt the control settings of the turbines to these time-varying conditions in real-time. In order to optimize the wind plant performance, it can make use of all of the control degrees-of-freedom of the turbine.

In existing work in wind plant controls research (cf. Section 1.2.3), we see developments of wind plant controls that mainly focus on axial-induction-based control (using generator torque or pitch). In most of this work, use is made of a model-based approach to perform the offline optimization of control settings. Generally, in the model-based approaches, and in the proposed model-free approaches, the time-efficiency of the optimization on the wind plant in real-time, is not fully taken into account.

In this thesis, we contribute to the existing body of work, by:

**Thesis Objective 1** Evaluating the potential of each of the currently-used control degrees-of-freedom of the wind turbine (generator torque, collective and individual blade pitch and rotor yaw) to affect the wake interaction effects between the turbines.

**Thesis Objective 2** Developing methods to optimize the different control settings of the wind turbines in order to improve overall wind plant performance (in terms of power production and/or loads on the turbines), taking into account the time-efficiency of the optimization in real-time implementation on the wind plant.

In the next Section 1.4, we will go into the general methodologies used in this thesis to fulfill the above objectives. Then, in Section 1.5 we will further specify the thesis contributions in the thesis outline.

1.4. METHODOLOGIES

In the proposed wind plant control methods in this thesis, a data-driven approach is taken. By basing the optimization of the control settings on measured data, the wind plant controller is able to adapt to the time-varying atmospheric conditions (e.g. wind velocity, turbulence intensity and atmospheric stability), which influence the wake properties and therefore the optimal point of operation of the turbines.
In this section, we introduce the basic approaches for data-driven wind plant control taken in this thesis: a *direct data-driven optimization approach*, and a *data-driven model-based approach*, both illustrated in Figure 1.6.

In the **direct data-driven optimization approach** (Figure 1.6a), measured data is directly used in the optimization algorithm to find the optimal operation point, based on a memory of previously tested settings. In this approach, the efficiency of the optimization algorithm (in terms of the number of iterations) is of importance, since the optimization algorithm aims to quickly adapt the control settings to time-varying atmospheric conditions. Notice that while there is no model included in the scheme in Figure 1.6a, here we do not use the term model-free to describe the approach, because to perform the optimization in a time-efficient manner, some inherent assumptions on the behavior of the wind plant are taken based on physical reasoning, which can be viewed as a qualitative model.

In the **data-driven model-based approach** (Figure 1.6b), from the measured data, the parameters of a wind plant model are estimated in an identification procedure, and the state in the model (representing, for example the properties of the wind field) is updated using an observer. Then the optimization algorithm can iteratively test control settings on this model to find the model-predicted optimal operation point, before applying the optimized control settings on the real wind plant. For the wind plant controls development using this model-based control strategy, not only the accuracy of the predictions, but also the computational complexity is a relevant property of the wind plant model. In case the optimization is taking place on-line in time-varying atmospheric conditions, it is required that the control updates take place in a relatively short time, therefore the computational complexity of evaluating the predictions of model should be low enough. Therefore, a high-complexity model like SOWFA is not suited for online optimization, and in this thesis more computationally efficient, *control-oriented* parametric models are developed for which the parameters can be found from measured data. Control-oriented, in this context, means that the effects of the wind turbine control DOFs on the wake interaction that are relevant for the wind plant performance, can be predicted by the model.

Figure 1.6: Block schemes illustrating the two basic approaches for data-driven wind plant control in this thesis
In this thesis, we provide proof-of-concepts of control approaches, both in terms of the effect of control DOFs on interaction effects (Thesis Objective 1), as well as the effectiveness of the associated algorithms for optimization of the control settings (Thesis Objective 2). At several points we use SOWFA high-fidelity simulation to provide these proof of concepts, since so far, we have not had the ability to test control concepts on a real wind plant. The SOWFA simulator includes relevant dynamics and is one of the more comprehensive CFD models available, but like any model it contains simplifications (e.g. in the discretization of the spatial domain). By not basing the control algorithm on the specific model formulation in SOWFA, but taking a more generic approach where data is extracted from SOWFA for use in data-driven control concepts, using the measurements that are also available on current wind plants (e.g. local wind direction at the turbines, and turbine power productions), we aim to develop procedures and control algorithms that can also be applied on real wind plants using readily available measurement data.

1.5. Thesis Contributions and Outline

In this thesis, different aspects of the proposed data-driven control schemes as explained in the previous Section 1.4, are developed, in order to meet the objectives formulated in Section 1.3. We have presented the work in different chapters, that each stand on their own in the sense that they can be read independently, so some of the introductions and definitions are repeated in the different chapters.

- In Chapter 2, the potential of the different control degrees-of-freedom of the wind turbine to affect the wake interaction effects in the wind plant in SOWFA high-fidelity simulations are evaluated, and the results are discussed. Parts of this chapter have been published in Fleming, Gebraad, Lee, van Wingerden, John- son, Churchfield, Michalakes, Spalart, and Moriarty (2014b,d); Annoni, Gebraad, Scholbrock, Fleming, and van Wingeren (2014a).

- In Chapter 3, a time-efficient direct data-driven optimization approach for axial-induction-based control is developed. This chapter has been published in Gebraad and van Wingerden (2014b).

- In Chapter 4 a time-efficient data-driven model-based approach for yaw-based wind plant control is developed, in which the wake is redirected using yaw offsets. A control-oriented, data-driven, parametric model is developed for this approach, predicting the wake-redirection effects of yaw. This chapter will appear as a journal publication in Gebraad, Teeuwisse, van Wingerden, Fleming, Ruben, Marden, and Pao (2014d).

- In Chapter 5 a data-driven control-oriented model is developed, that takes into account specific dynamics of the wake interaction. A Kalman filter for updating the flow predictions of the model using measured data is developed, and the model is used in a model-based wind plant control example. This chapter has been published in Gebraad and van Wingerden (2014a).

Finally, in Chapter 6 the conclusions of this thesis are presented.
In this chapter the different wind turbine control degrees-of-freedom (DOFs) that can be used to affect the wake interaction effects in a wind plant, are evaluated. For each of the concepts, we explain the mechanism by which the wakes and the wake interaction effects are affected by a certain wind turbine DOF; present case studies using high-fidelity SOWFA simulations and discuss their results in terms of the effect of a DOF on turbine-to-turbine wake interaction. First we study the axial-induction-based concept, that consist of using pitch and/or generator torque control to adjust the power production on upstream turbines to increase the total electrical energy yield of the wind plant. From the simulation results combined with earlier results from literature, we can conclude that the effectiveness of the axial-induction-based control is dependent on the specific inflow and atmospheric conditions, and the turbine characteristics. The results even suggest that there are circumstances in which the concept of total wind plant power increase through axial-induction-based control is infeasible. Another concept in which the yaw DOF is used to induce wake redirection, is shown to be effective at reducing the wake interaction effects and increasing the power production of a simulated two-turbine setup. Other less conventional strategies that affect the wake interaction in the wind plant, being individual pitch control based wake redirection, rotor tilt wake redirection and repositioning of floating turbines, are also tested in SOWFA simulations.

Parts of this chapter have been published in Fleming, Gebraad, Lee, van Wingerden, Johnson, Churchill, Michalakes, Spalart, and Moriarty (2014b,d); Annoni, Gebraad, Scholbrock, Fleming, and van Wingeren (2014a).
2.1. INTRODUCTION

In this chapter we evaluate the different control degrees-of-freedom (DOFs) that can be used to affect the wake interaction effects in a wind plant. We study:

- conventional control DOFs on modern wind turbines (collective blade pitch and generator torque) that affect the flow mainly by influencing the axial induction of the rotor and thereby the velocity deficit in the wake,
- turbine DOFs that change the direction of the wake, being rotor yaw, individual blade pitch control, and the tilt of the rotor (an unconventional DOF),
- repositioning techniques to move floating turbines out of the wake.

For each of the concepts, we explain the mechanism in which the wakes and the wake interaction effects are affected by a certain control DOF, show simulation case studies in which the settings for the DOF are varied, and discuss the results of these simulations. Each of the concepts is studied in SOWFA simulations of setups with either one or two turbines. These simulation scenarios are explained in more detail in Section 2.2. Then, axial-induction-based techniques are discussed in Section 2.3, and wake redirection as well as turbine repositioning techniques are discussed in Section 2.4. Summarizing conclusions are provided in Section 2.5.

2.2. SIMULATION SCENARIOS

In the next two Sections 2.3 and 2.4, SOWFA simulations are used to study how the aforementioned control DOFs affect the wakes and the wake interaction effects. Two scenarios are simulated: a single turbine scenario and a scenario with two turbines aligned in the flow. The scenarios are explained in more detail in this section. An introductory explanation on the SOWFA simulator was given in Section 1.2.4.1.

2.2.1. SINGLE-TURBINE SIMULATION SCENARIO

In this scenario, we simulate an NREL 5-MW baseline turbine (described in Jonkman et al. (2009)) in turbulent inflow, in a domain that is 3 km by 3 km in the horizontal and 1 km in height. Details on the positioning of the turbine and meshing of the domain are given in Figure 2.1. It is shown that the mesh is refined in two steps in a rectangular region. The smallest mesh cells for the CFD calculation contain the turbine rotors, the axial induction zones of the rotor and a large part of the wake. Further away from the turbines the mesh is coarsened in order to reduce the computational cost of the simulation.

By studying the wake properties with different settings of the control DOF, we can investigate how these DOFs affect the wake. In the baseline case against which we compare the different DOF settings, the turbine is operating at a nominal below-rated (Region 2) tip-speed ratio of 7.55, with a zero yaw offset of the rotor with the mean wind direction.

The conditions simulated, which are based on the study reported in Churchfield et al. (2012b), are that of a neutral atmospheric boundary layer (ABL), with a low aerodynamic
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surface roughness value of 0.001 m that is typical for offshore conditions. The inflow is generated in a precursor simulation of the same domain, but without the turbines present, without the mesh refinements, and with periodic boundary conditions. In this precursor simulation the turbulent structures develop in the flow, and the horizontally averaged wind speed is driven to 8 m/s at the turbine hub height, controlled through a time-varying mean driving pressure gradient. Finally, after a total of 17,000s of simulated time, the turbulence intensity of the inflow develops to 6%, and the vertical change in mean wind velocity across the rotor disk to 1.46 m/s. The wind comes from the southwest (300°). In the final 1,000s of the precursor simulation, the full flow field is sampled and stored. This stored flow field is then prescribed as inflow for the simulations with the turbine present in the flow.

SOWFA requires significant computational power in order to run high-fidelity simulations: using a sample time of 0.02 s, the time steps take an average 2.5 s to calculate on the Sandia National Laboratories/NREL Red Mesa supercomputer (National Renewable Energy Laboratory, 2012), using distributed computation with 256 processors. In most of the simulations, we use a simulated time length of 1,000s in order to let the wakes develop through the domain and collect data in a fully developed flow, which thus yields an execution time of 34.4 h for each simulation.

Figure 2.3 shows the time-averaged flow field in contour planes taken from the simulation of the single turbine in the baseline case, with the rotor tilted up 5° to prevent blade strikes on the tower (the default tilt setting for the NREL 5-MW, Jonkman et al. (2009)). The vertical slices through the wake at various downstream locations, shown in the bottom two rows of Figure 2.3, show the mean wake as viewed from upstream looking downstream. Note that the wake moves to the right with increasing downstream distance, even though there is no yaw misalignment. This deflection can be explained by vertical shear in the boundary layer and wake rotation: in reaction to a rotor rotating clockwise, low speed flow in the lower part of the boundary layer will be rotated up and to the right, and high speed flow in the upper part of the boundary layer will be rotated down and to the left, and as a result the wake deflects to the right.

2.2.2. TWO TURBINE SIMULATION SCENARIO

To study the wake interaction effects between turbines, a second scenario was developed to simulate two NREL 5-MW baseline turbines in turbulent inflow, with a downwind spacing of 7 rotor diameters (7D), a typical turbine spacing. Details on positioning of the turbines are given in Figure 2.2. The same domain and meshing properties are used as in the single-turbine simulation scenario described in Section 2.2.1 and shown in Figure 2.1. Also the same ABL properties, boundary conditions and inflow properties are used as in the single-turbine simulation. The computational cost of each case is approximately the same as for the single-turbine cases described in Section 2.2.1. Conservatively assuming the wake convection speed to be one-half the mean hub-height wind speed, and setting a length scale equal to the turbine-to-turbine spacing of 7 rotor diameters, then the 1000 s simulation time can be expressed as at least 4.5 wake flow-through periods.
2. Evaluation of Control Degrees-of-Freedom for Wind Plant Control

In a 2394 x 630 x 405 m box surrounding the turbine wake, the cell sizes are halved in x, y, and z direction, and halved again in a 2142 x 378 x 279 m box, yielding:

- cell size in the inner mesh: 3m x 3m x 3m
- total number of cells: 14,921,616

Figure 2.1: Overview of the simulation setup in the single-turbine baseline case.
Figure 2.2: Overview of the simulation setup in the two-turbine baseline case.
2.3. Evaluation of Axial-Induction-Based Methods

In this section we study the collective pitch and generator torque control DOFs of the turbine, that affect the flow mainly by influencing the axial induction of the rotor and thereby the velocity deficit in the wake. First the mechanism is explained in more detail in Section 2.3.1. Then in Section 2.3.2, a short literature overview is given of different studies investigating the potential benefit of the axial-induction in terms of potential power production increase. In Section 2.3.3, a simulation example is provided, showing some of the difficulties arising in the axial-induction control concept. A discussion of the results follows in Section 2.3.4.

2.3.1. The Mechanism of Axial-Induction-Based Wind Plant Control Methods

In this thesis, the wind plant control concepts are aimed at improving the overall wind plant performance by controlling the wake interaction effects in the wind plant. Most of literature on this type of wind plant control has focused on adjusting the power extraction of some of the turbines in the wind plant, in order to influence the velocity deficit in the wakes (Knudsen et al. (2014)). The power extraction can be adjusted by using conventional control DOFs on a turbine, such as blade pitch angle and generator torque. In this thesis, we refer to this type of control as axial-induction-based control methods, since the generator torque and blade pitch are adjusted to influence the axial induction factor of the rotor. The axial induction factor \( a \) is the fractional decrease in wind velocity between the free stream and the turbine rotor (see also Figure 2.4). The generator torque and blade pitch influence the axial induction of the rotor, and therefore also affect the velocity deficit in the wake the rotor generates. In the wake behind the rotor, the flow expands, and as the flow moves downstream, it recovers to the free-stream conditions because it extracts momentum from the surrounding flow through diffusion and convection. The rotor distorts the inflow, which, together with surface roughness thermal effects and velocity gradients in the wake, creates turbulence in the wake that acts as a ‘mixer’ of the free-stream and the wake, advancing the wake recovery (Sanderse et al., 2011). If another turbine downstream is standing in the path of the wake that is not yet fully recovered to the free-stream conditions, it experiences the reduced wind speed in the wake, which results in a lower electrical power production of the downstream turbine. Therefore in wind plants, in which turbines are placed relatively close to each other, the wake effect causes a coupling between the control settings of upstream turbines and the power productions of downstream turbines.

The amount of total power production gain that can be achieved from optimizing the control settings of the turbines, is dependent on the aerodynamic characteristics of the turbine, as well as on the atmospheric conditions. Two important characteristics of the turbine are the power coefficient \( C_P \) and the thrust coefficient \( C_T \), both of which are a function of the tip-speed ratio (TSR) and the pitch of the blades (Bianchi et al., 2007). The TSR is given by:

\[
\lambda = \frac{\omega R}{U}
\]
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Figure 2.3: Averaged velocity profiles of the wake forming behind the NREL 5-MW turbine with no pitch or yaw control as calculated in the SOWFA simulation. $D$ is rotor diameter. The $x$-$y$ plane is a view from above and the downstream planes are as viewed from upwind looking downwind.
where $R$ is the rotor radius, $\omega$ the rotor speed, and $U$ the free-stream wind speed (i.e. the wind speed not disturbed by the rotor, see Figure 2.4). The rotor speed, and thus the TSR, can be influenced by adjusting the generator torque or changing the lift forces on the rotor blades by adjusting the blade pitch. The power coefficient determines the efficiency of the rotor in power extraction; the steady-state power extraction of the rotor, $P$, is given by:

$$P = \frac{1}{2} \rho A C_P(\beta, \lambda) U^3$$  \hspace{1cm} (2.2)

with $A$ the total area swept by the rotor, $\rho$ the air density and $C_P$ the power coefficient expressed as a function of the TSR $\lambda$ and the collective blade pitch $\beta$. The thrust coefficient determines the thrust force of the rotor on the flow. The total thrust force of the rotor directed opposite of the flow, $F_T$, is given by:

$$F_T = \frac{1}{2} \rho A C_T(\beta, \lambda) U^2$$  \hspace{1cm} (2.3)

The thrust of the rotor determines the reduction of velocity over the rotor plane, i.e. the axial induction $a$ (see also Figure 2.4). From actuator disc momentum theory it follows that if we assume that there is no recovery of the wake, the extraction of energy over the rotor makes that velocity in the wake behind the rotor drops to:

$$U_{\text{wake,min}} = U(1 - 2a)$$  \hspace{1cm} (2.4)

with axial induction $a$ being related to the thrust factor as follows:

$$a = \frac{1}{2} \left( 1 + \sqrt{1 - C_T} \right)$$  \hspace{1cm} (2.5)

In reality, there is wake recovery through convection and diffusion of momentum, therefore $U_{\text{wake,min}}$ can be considered a lower bound on the wind velocity in the wake.

---

**Figure 2.4**: Simplified representation of the wake and upstream induction zone of the wind turbine rotor. The blue solid line is a possible time-averaged profile of the wind velocity, averaged over the cross-section of the streamtube of the flow that passes through the rotor. In the induction zone in front of the rotor, the flow velocity is already reduced, then there is a minimum of the velocity in the wake behind the rotor, after which the flow recovers to the free-stream conditions. $U$ is the free-stream velocity, $a$ the axial induction factor, $F_T$ the rotor thrust force, and $A$ the area of the rotor disk.
2.3. EVALUATION OF AXIAL-INDUCTION-BASED METHODS

In below-rated wind conditions, the axial-induction wind plant control concept relies on the fact that at the operation point of maximum extraction of a single turbine, the sensitivity of the power production to the pitch and generator torque is small, since the surface describing the dependence of \( C_P \) on TSR and pitch is flat around its optimum, while the thrust force is more sensitive to the pitch and TSR, since the \( C_T \) surface is not flat at the same pitch and TSR operation point (see the \( C_P \) and \( C_T \) surface in Figure 2.5 as an example). This means that by deviating a small amount from the point of maximum \( C_P \) by adjusting pitch and/or generator torque on an upstream turbine, the power production of that turbine will reduce only a small amount, while the axial induction will reduce enough to significantly increase the velocity in the wake (Schaak, 2006). Under the right circumstances, this increase in velocity downstream of the rotor will increase the power of a downstream turbine more than the loss in power production on the upstream turbine. Factors affecting the amount of production increase that can be achieved through axial-induction-based wind plant control techniques include:

- The specific rotor characteristics: the ratio of the gradients of the \( C_T \)-surface and the \( C_P \)-surface around optimum operation determine how much the velocity in the wake can be increased by a certain amount of reduction of the power production on the turbine creating the wake.
- The overlap of the wakes with the downstream turbine. If the overlap of the wake is small, the relative gain in power production that can be achieved is small. The wake overlap is affected by the wind direction, the expansion of the wake and the relative positioning of the turbines. Also the overlap changes over time under influence of vertical and horizontal movements of the wake (wake meandering).
- The amount of wake velocity recovery of the wake having taken place at the location of the downstream turbine through mixing. More mixing takes place if the turbulence intensity in the inflow is high. Also, the amount of turbulent mixing is dependent on the atmospheric thermal stability conditions. The effects of inflow turbulence intensity and atmospheric stability on wake recovery are discussed in Abkar et al. (2014) (a CFD simulation study) and Barthelmie et al. (2010) (a study of wind plant field data). If there is more turbulent mixing in the wake, the velocity in the wake recovers to the velocity of surrounding flow over a shorter distance, and the relative gain in power production that can be achieved through the axial-induction-based wind plant control is smaller.

2.3.2. OVERVIEW OF AXIAL-INDUCTION-BASED WIND PLANT CONTROL STUDIES

Several studies investigate the beneficial effect of axial-induction-based control for the optimization of wind plant total power production:

- Several simulation studies have shown a beneficial effect of axial-induction-based control on power production, using wake models that range from engineering models (e.g. Horvat et al. (2012), Johnson et al. (2012), Marden et al. (2013) and the study in Chapter 3) to more high-fidelity CFD simulations tools (e.g. Schepers
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Figure 2.5: Power and thrust coefficient of the NREL 5MW reference turbine Jonkman et al. (2009) as a function of blade pitch and TSR. In both surfaces, the cross (+) indicates the operation point of maximum $C_P$. The $C_P$ surface is smooth so around the maximum, there is a small sensitivity of the power with respect to the TSR and pitch. At the same operation point, the gradient of the $C_T$ is larger, and thereby also the sensitivity of the thrust is larger. Data from Soltani et al. (2010).

et al. (2007), Annoni et al. (2014b), Goit et al. (2014)), with a wide range of reported potential increases (Knudsen et al. (2014) gives an overview). However, not all the simulation studies report a beneficial effect: such a counterexample is the LES study of the Lillgrund wind plant in Nilsson et al. (2014), where axial-induction control using a range of pitch offsets on the front turbines is tested, and a production increase on the downstream turbines is reported, but an increase of the total power production is not achieved since the gain in production on the downstream turbines does not exceed the loss on the front turbines.

- Also, wind tunnel experiments have been performed with scaled turbines. In the two-turbine tests in Adaramola et al. (2011) and the scaled wind plant test in Macchielse et al. (2007), the results from such tests are an increase in total power production of turbine rows when reducing the power extraction of the front turbines using pitch control.

- Experimental data from wind plants with full-scale industrial wind turbines is scarce, as the overview in Knudsen et al. (2014) shows. A relevant analysis is found in Macchielse et al. (2007), where a systematic increase of power production is reported on the first two turbines of a row of 2.5 MW turbines with 3.8 rotor diameter spacing when applying the axial-induction-based control by applying a pitch offset on the front turbine.

In general, one notices a wide range of reported production increases through axial-induction-based control, including a case where no increase can be found.
2.3.3. Evaluation of Axial-Induction-Based Control Strategies Using SOWFA

In this section, we present a simulation counterexample to the examples of successful implementation of axial-induction-based wind plant control for wind plant electrical power production increase listed in the previous section, in order to demonstrate some of the difficulties arising in this type of control. In this example it is shown that even when two turbines are aligned in the wind direction at a relatively short distance, under certain realistic inflow conditions there may not be a significant increase in power achievable by deviating from the turbine-level optimal control settings.

In Figure 2.6a the results are shown of applying different pitch offsets on the front turbine of the wind-aligned two-turbine setup with 7 rotor diameter spacing described in Section 2.2.2. It shows that the turbine-level power optimal setting (zero pitch offset) also yields maximum power production for the total wind plant. Although the effect of reduction of the axial induction on the front rotor causes an increase on power of the second turbine in the row, the power lost on the first turbine by offsetting the pitch is not regained on the second turbine. Note that a pitch offset also influences the tip-speed ratio, but the sensitivity of the $C_p$ and $C_T$ on the tip-speed-ratio is small relative to the sensitivity to pitch (see Figure 2.5).

In Figure 2.6b, the results are shown of simulation cases in which there is a deviation from the turbine-level optimal generator torque settings by applying a scaling factor $\alpha$ on the regular below-rated rotor speed control law (Jonkman et al., 2009) of the front turbine, so that the applied generator torque is $T = \alpha \cdot K \cdot \omega^2$ with $K = 0.0179 \text{ Nm/RPM}^2$ the turbine-level optimal gain for maximum power production\(^1\). A decrease in tip-speed-ratio is needed to decrease $C_T$ and thereby the axial induction factor of the front rotor, which can be seen in the $C_T$-surface in Figure 2.5. This decrease in tip-speed-ratio is achieved when the generator torque of the upstream turbine is increased ($\alpha > 1$). As mentioned before, the $C_T$-coefficient is not very sensitive with respect to the tip-speed-ratio, and the possibility to increase the generator torque is limited by the fact that the rotor may stall when a temporary reduction of wind speed occurs, therefore the amount by which axial induction can be affected by adjusting torque is limited. When increasing torque on the upstream turbine, an increase of power at the downstream turbine can be observed. However, as in the pitch case, there is not enough power increase on the downstream turbine to compensate for the loss on power production on the front turbine, and a decrease in electrical power production on the total two-turbine setup results.

In Figure 2.7 the results are shown of a study to investigate the reason why in this particular two-turbine case the axial induction control concept does not yield a wind plant power production increase. For a single turbine setup, we compare a two degree pitch offset on the turbine to the baseline case with no offset. From the results of the flow simulation, the kinetic energy added to the wake by pitching the turbine is calculated.

\(^1\)We found that the generator torque gain $K$ to reach optimal tip-speed ratio for maximum power production in SOWFA simulations, deviates from the optimal value $K = 0.0256 \text{ Nm/RPM}^2$ in Aerodyn simulations reported in Jonkman et al. (2009)
In Figure 2.7a the differences are shown between the pitch offset case and the baseline case, in the kinetic power density $P_{\text{density}}$ of the wind flowing through cut-through planes downstream of the rotor, calculated as:

$$P_{\text{density}} = u_{\text{axial}} \left( \frac{1}{2} \rho \bar{U} \bar{U}^T \right)$$  \hspace{1cm} (2.6)

where $u_{\text{axial}}$ is the axial component of the velocity (along the rotor axis), and $\bar{U}$ is the flow velocity vector, and $\rho$ is the air density. When visualizing the rotor plane of a ‘virtual’ downstream rotor of equal size placed downstream aligned in the wind direction in Figure 2.7a, it can be seen that the kinetic energy conserved in the flow by using a suboptimal pitch angle on the turbine, is mostly going outside of that rotor plane. Therefore, the power reduction on the front turbine would mostly be ‘lost’ to speeding up the flow surrounding a downstream rotor, rather than increasing the power production of downstream turbine. The associated energy balance is made in Figure 2.7b, where the added power flow through a potential downstream turbine is summed over the ‘virtual’ rotor plane and compared to the power lost at the upstream turbine by pitching. When considering that the downstream turbine can operate at a maximum $C_p, \text{max} = 0.48$, this balance predicts that it would not be possible to recover the energy lost by placing a turbine of equal size downstream at a realistic spacing (at least more than one rotor diameter). A second cause for a limited ability to improve production at the downstream turbine through control offsets on the upstream turbine, is suggested in Annoni et al. (2014a): a reduction in thrust force on the front turbine may reduce turbulence in the wake, and thereby the wake recovery, which has a negative effect on the velocity at the downstream turbine.

In this particular simulation case, the results suggest that the combination of the $C_p$ and $C_T$ turbine characteristics and the expansion and recovery properties of the wake in the simulated flow make the concept of power increase through axial-induction-based control optimization through adjusting pitch or generator torque infeasible.

### 2.3.4. Discussion

The examples of successful implementation of the axial-induction-based wind plant control concept in simulation and scaled, and full-scale experiments, listed in the literature overview in Section 2.3.2, combined the high-fidelity simulation counterexample in Section 2.3.3, show that the plant-level optimal settings and the potential gain from plant-wide instead of turbine-level optimized control are dependent on the particular inflow conditions, the wind plant configuration and the turbine characteristics. Plant-wide axial induction control for power optimization will only have potential if there is enough wake overlap and the wake recovery and expansion is small enough so that the energy ‘sacrificed’ by the upstream turbines to the downstream flow will not be lost to the flow passing the downstream turbines. Also, the limited efficiency of the downstream turbine in converting the increase in kinetic energy of the inflow to electrical energy (the power coefficient), has to be taken into account when evaluating the potential of axial-induction control methods.
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Figure 2.6: SOWFA Simulation results of using the axial-induction control concepts on a two-turbine setup, using pitch (left) or generator torque (right) offsets on the front turbine (1) to affect the power on the downstream turbine (2). The total power is not improved by introducing offsets.
(a) Kinetic power added to the flow behind the NREL 5-MW turbine by introducing a 2° pitch offset. The black circle visualizes the location of a second turbine rotor that could potentially be placed downstream, aligned in the wind direction.

(b) Power lost on the turbine by introducing the pitch offset (red line) versus power added to the flow through the plane of a potential rotor downstream, relative to the baseline case with no pitch offset (black bar), and possible portion of that power to be recovered by the downstream turbine (gray bar).

Figure 2.7: Power balance for the wake of a single turbine with a 2° offset. The power lost on the front turbine by offsetting the pitch, cannot be recovered by a second turbine operating at maximum $C_P$ that is placed downstream at a realistic spacing.
We conclude that for the axial induction control concept to be applied, an optimization strategy for the control settings on the turbines is needed that is adaptive to the particular atmospheric circumstances and the turbine characteristics at a certain operating point. In Chapter 3 we present such an adaptive approach (a direct data-driven approach) that is based on the available measured data, and knowledge of the lay-out of the wind plant.

An alternative control method is to use data-driven model-based wind plant control methods, in which control-oriented engineering models are used to perform the optimization (as proposed in Section 1.4). Although engineering wake models, such as the Jensen (Jensen, 1984; Katić et al., 1986), or the Frandsen model (Frandsen et al., 2006), take into account wake expansion and the turbine efficiency, the particular parameters used in these models will affect the predicted results in terms of power production increase potential. These parameters need to be adapted to the atmospheric conditions and the turbine characteristics. Comparing the simulation results presented in Section 2.3.3 and 2.3.2, however, suggest that there is some discrepancy between high-fidelity models and the engineering-type models in the prediction of the effect of axial-induction based control. Based, in part, on the simulation results in this section, and the engineering model presented in Chapter 4, Annoni et al. (2014a) discusses further these discrepancies, and proposes extensions to the engineering model to mitigate them.

2.4. Evaluation of Wake Redirection and Turbine Repositioning Methods

An alternative approach to controlling wakes in wind plants is to redirect the wake rather than to only optimize induction. A SOWFA simulation-based evaluation of how much wake redirection can be achieved on a single turbine through different techniques can be found in Section 2.4.1. Then, in Section 2.4.2 we investigate the effects of the wake redirection techniques on a second turbine standing downstream of another turbine to which we apply the wake redirection techniques.

2.4.1. Evaluation of Wake Redirection Control Strategies for a Single-Turbine Case Using SOWFA

In this section, first we evaluate the effect of different control strategies on the properties of the wake.

2.4.1.1. Description of the Wake Redirection Strategies

In this section we consider three methods of achieving wake redirection, which are illustrated in Figure 2.8:

- By using the yaw drive to rotate the rotor and nacelle around the tower, the rotor is misaligned with the wind direction, which makes that the flow direction of the
wake is changed in the horizontal direction, in the direction opposite to the yaw angle $\gamma$.

- By using actuation to rotate the rotor and nacelle in the tilt direction, where the rotor ‘leans forward or backwards’, the rotor is also misaligned with the wind direction. In this case the flow direction of the wake is changed in the vertical direction, in the direction opposite to the tilt angle $\tau$.

- Finally, the pitch actuation of the rotor blades, that rotate the blades around their longitudinal axis, is used to induce wake deflection. We follow a novel Individual Pitch Control (IPC) strategy to induce an imbalance of the forces of the blades on the flow, causing redirection.

The proposed methods are discussed in more detail below:

Wake redirection through rotor yaw and tilt. In conventional wind turbine control, the yaw drive is used to keep the rotor facing into the wind as the wind direction changes, the yaw misalignment strategy is thus an alternative way to use an existing control DOF of modern wind turbines. Pitch control of the individual blades is also a feature available in state-of-the-art modern wind turbines. The tilt angle is not a controllable feature in present-day wind turbines. Still, knowledge of the capability of this possibility for wind plant control might be useful for novel wind turbine designs.

A simplified physical explanation for each wake redirection strategy is illustrated in Figure 2.8. For the yawing and tilting case, the thrust force $f$ exerted by the rotor on the flow in the rotor axis direction is shown. When the wind inflow is at an angle to this direction, the thrust can be divided into components. In the yawing case these components are $f_x$ and $f_y$. Force component $f_x$ is parallel to the flow and slows down the wind, while force component $f_y$ is in the cross-wind horizontal direction and causes the flow in the wake to deflect. Likewise, the thrust force of a tilted rotor has a vertical component $f_z$ that causes wake deflection in the vertical direction. Since the thrust force component $f_x$ is smaller in the yaw case, also the axial induction of the rotor decreases with increasing the yaw or tilt offset, which then increases the wind velocity in the wake. The above explanation is simplified, since in addition to the rotor force $f$, there is also a component of the rotor forces in the direction normal to the rotor axis. A more detailed analysis based on vortex cylinder theory is found in Burton et al. (2002b).

The yaw wake redirection method has been studied experimentally in wind tunnel tests with scaled turbines in Adaramola et al. (2011) and Medici (2005). Also, field tests with kW-scale turbines were performed in Wagenaar et al. (2012) with encouraging results, although the data was found to be scattered to make clear conclusions. A correlation between yaw offset and a higher wind velocity downstream was demonstrated on a MW-scale turbine in Soleimanzadeh et al. (2014). In addition, the yaw wake redirection method was tested in CFD simulation in Jiménez et al. (2010). In a similar manner, vertical wake redirection through tilt has been investigated in Guntur et al. (2012) using a CFD model. Differences with the simulation study presented hereafter are that both Jiménez
et al. (2010) and Guntur et al. (2012) use an actuator disk model of the turbine, and that the analysis in Guntur et al. (2012) assumes laminar flow.

Wake redirection through Individual Pitch Control The IPC method evaluated in this section is based on the notion that we can intentionally induce rotor force imbalances on the flow by pitching the blades in a coordinated manner. This IPC method is based on the IPC scheme using the Coleman transformation as specified in Houtzager (2011) based on the initial idea in Bossanyi (2009). The difference with the original IPC scheme of Houtzager (2011), that is aimed at blade load reduction by removing yaw and tilt moments on the rotor, is that we intentionally create these moments on the rotor. This is done by introducing reference signals for the yaw and tilt moments, denoted respectively by $M_{r,yaw}$ and $M_{r,tilt}$ in the scheme in such a way that they are tracked by the integral control in the Coleman-transformed domain. Further, we adjust the implementation such that it is active in below-rated operation with a varying rotor speed. In this IPC implementation the once-per-rotor-revolution (1P) and twice-per-revolution (2P) additive adjustments to the pitch, $\{\delta \theta_{i,jP}\}_{i=1}^{3}$, are given by:

$$
\begin{bmatrix}
\delta \theta_{1,jP} \\
\delta \theta_{2,jP} \\
\delta \theta_{3,jP}
\end{bmatrix}
= L(s) P_{jP}(\varphi + \delta_{jP}) \begin{bmatrix}
\frac{K_{i,jP,yaw}}{s} & 0 & \frac{K_{i,jP,tilt}}{s} \\
M_{r,1} & M_{r,2} & M_{r,3}
\end{bmatrix}
\begin{bmatrix}
\frac{2}{3} P_{jP}^T(\varphi) N_{jP}(s) & -M_{r,yaw} & M_{r,tilt}
\end{bmatrix}
$$

(2.7)

for $j = 1, 2$, with Coleman transformation matrices:

$$
P_{jP}(\varphi) = \begin{bmatrix}
\cos(j\varphi) & \sin(j\varphi) \\
\cos(j(\varphi + 2\pi/3)) & \sin(j(\varphi + 2\pi/3)) \\
\cos(j(\varphi + 4\pi/3)) & \sin(j(\varphi + 4\pi/3))
\end{bmatrix},
$$

(2.8)

and with inverse notch filters $N_{jP}$ that amplify the 1P and 2P frequencies, and low-pass filter $L$:

$$
N_{jP}(s) = K_{jP} \frac{2\zeta_{jP} \omega_{jP}s}{s^2 + 2\zeta_{jP} \omega_{jP}s + \omega_{jP}^2} I_{3\times3}, \quad L(s) = \frac{\omega_L^2}{s^2 + 2\zeta_L \omega_L s + \omega_L^2} I_{3\times3},
$$

(2.9)

with $\omega_{jP} = j\varphi$, where the gain factors $K_*$, damping factors $\zeta_*$, low pass-band frequency $\omega_L$ and phase offsets $\delta_{jP}$ are parameters of the controller.

When setting nonzero references $M_{r,yaw}$ or $M_{r,tilt}$, this IPC implementation creates an uneven distribution of thrust forces on the rotor blades over the course of a rotation (see Figure 2.8) and a tilt or yaw moment on the turbine rotor. Still, the thrust reaction forces on the flow are directed parallel to the inflow direction. Therefore, the uneven distribution of the thrust forces can cause differences in velocities in the wake, but it does not cause significant redirection of the flow. However, as shown in the turbine front view in Figure 2.8, IPC also causes the blade torques to be uneven over the course of a rotor rotation (in the sense that rightward torque is not matched by leftward torque). Therefore
Figure 2.8: Demonstration of the mechanisms for yaw-, tilt- and IPC-based methods for achieving wake redirection. The figures on the top, based on the explanation given in Jiménez et al. (2010), show the thrust force decomposed into components. In each case, one of these components causes wake redirection in a crosswind direction. IPC, shown on the bottom, generates an asymmetric rotor torque which can yield a force on the flow in the crosswind direction.
the in-plane reaction forces of the rotor on the flow are also unbalanced resulting in the 
fact that the turbine applies a net force on the flow perpendicular to the thrust direction,
which does cause the flow to be redirected and the wake structure to be skewed. Notice 
that the IPC configuration drawn in Figure 2.8, which depicts the case when we apply a 
nonzero reference $M_{r,\text{tilt}}$, will yield a tilt moment on the turbine rotor (because the blade 
thrust is most different between the top and bottom azimuth positions) but a wake skew 
in the horizontal direction (because the reaction forces of the rotor on the flow are most 
different in the horizontal direction). Similarly, applying a nonzero reference $M_{r,\text{tilt}}$ will 
yield wake redirection in the vertical direction.

2.4.1.2. Simulation setup

In this study, the different proposed methods explained in Section 2.4.1.1 are applied 
on the single turbine scenario described in Section 2.2.1 in individual numerical simu-
lations with SOWFA, each with different settings of yaw misalignment, tilt angle, or IPC 
moment set-point. The wind inflow is the same for all simulations. From the simula-
tions, we extract the turbine’s average power over the simulation, as well as the metrics 
of loading for several components. From the flow, we use a correlation method to iden-
tify the wake-center at all locations downstream from the turbine. The results allow for 
a trade-off analysis of wake redirection potential and the effects on the turbine.

In each case, the turbine uses the baseline controller defined in Jonkman et al. (2009) 
for collective pitch and torque control. In the IPC-induced moment test cases, the IPC 
implementation of equations 2.7-2.9 is used. The IPC parameters $K_\alpha, \zeta, \omega_L, \delta_{jp}$ as spec-
ified for the NREL 5-MW in Houtzager (2011). In these test cases, either $M_{r,yaw}$ or $M_{r,\text{tilt}}$ 
are chosen positive or negative, with the magnitude large enough such that the pitch angles vary with maximum amplitude, in order to find the maximum effect of IPC action 
on the wake. The filters are used in a Tustin discretized form with a sample time of 0.02 s. 
The pitch angles are saturated to a 5 degree amplitude, and the pitch rates are limited to 
8 deg/s.

2.4.1.3. Analysis and Discussion

A method developed at NREL is used to determine the mean wake center in the rotor 
hub-height horizontal plane at each downstream location of the turbine rotor: first the 
velocity profile in this plane are averaged over the total simulated time, then a Gaus-
sian shape is fitted to the time-averaged velocity profile in the crosswind direction, then 
the maximum of that Gaussian is taken as the wake center position. Using the velocity 
profile in the rotor-axis-centered vertical plane, the same process is followed to find the 
vertical wake deflection; however, first the vertical profile of mean velocity of the flow not 
affected by a turbine is subtracted to remove the effect of vertical shear that is present 
in the atmospheric boundary layer. Figure 2.9 shows the result of the wake center-line 
identification algorithm for the horizontal plane for the yaw cases, horizontal plane for 
the yaw cases, Figure 2.10 shows the results for the vertical plane for the tilt cases, and 
Figure 2.11 shows the results for the IPC cases.
It should be remarked that because the velocity profile in the wake does not follow a perfect Gaussian shape, the method to track the wake center is somewhat arbitrary, although it gives insight into the mechanism of the wake redirection methods.

Wake center tracking results in the yaw and tilt simulations demonstrate significant displacements of wake center in the opposite direction to the yaw or tilt angle. In Figures 2.9 and 2.10, the wake displacements resulting from yaw at seven rotor diameters (7D) from the turbine, a typical location for a downstream turbine in a wind plant, are ‘highlighted’ and shown to go up to approximately 0.5D for a positive yaw offset of 40 degrees. Note that in the baseline wake centerline contours, there is also a small wake deflection as a consequence of the rotor rotation effects mentioned before in Section 2.2.1. For each of the methods, for larger distances, the direction of the wake will recover to the free-stream flow direction.

The advantage of using tilt angle in the positive direction, as we will later demonstrate in Section 2.2.2, is that deflecting the wake downwards in this way, promotes the attraction of higher-speed flow from the upper atmosphere, which would further increase the downstream velocity which could potentially increase further the power production of downstream machines. It should be pointed out that to our knowledge, in industrial MW-scale wind turbines, currently there is no means of modifying tilt angle. Also, note that since positive tilt angles would cause the blades to come closer to the tower on upwind turbines, this technique would be better suited to downwind machines.

In addition to measurements of the wake, data were collected from the FAST turbine output, in order to study the effects on power production and turbine loads. Here, for the yaw and tilt strategies we refer to the next Section 2.4.2 for the main results in terms of load and power characteristics, since these results do not significantly change when adding a second downstream turbine.

With the IPC-based methods significant wake skew is achieved for some cases, although not as large as can be achieved with rotor yaw or tilt misalignment. The results show that the largest vertical skew is obtained when inducing a high rotor yaw moment $M_{r,yaw}$ and the largest horizontal skew is created when using a high tilt moment $M_{r,tilt}$. This can be explained using the reasoning in Section 2.4.1.1.

However, if we take into account the effects on the turbine itself, the result of the IPC-based method are mixed. Because the method is maximizing an asymmetric rotor moment, the blade loads are substantially increased (with up to 130%, cf. Fleming et al. (2014d)). This result implies that while it may be possible to achieve wake redirection with IPC, this particular IPC algorithm is not a good method. Finding an IPC controller that achieves wake skew with reduced blade loads would be very useful because IPC is already possible to implement on many existing turbines (unlike changes to tilt), and can be adjusted more quickly than yaw angle. However, finding such an IPC implementation is expected to be problematic, because a moment applied by the rotor blades on the flow through pitch will inherently result in a reactive moment on the rotor itself, which then results in an increase in loads. Given the limited potential of the IPC wake-redirection method, we will not further investigate the strategy in this thesis.
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Figure 2.9: Wake centerlines in the horizontal hub-height plane as estimated with the Gaussian function-fitting method, for different yaw angles $\gamma$.

Figure 2.10: Wake centerlines in the rotor-axis-centered vertical plane as estimated with the Gaussian function-fitting method, for different tilt angles $\tau$. 
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Figure 2.11: Wake centerlines as estimated with the Gaussian function-fitting method for different IPC-based strategies.
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2.4.2. Evaluation of wake redirection and turbine repositioning controls for a two-turbine case using SOWFA

The objective of this section is to compare the two most successful wake redirection strategies (rotor yaw and tilt misalignment) in a SOWFA simulation of a two turbine setup. Further, we test the potential of a turbine repositioning strategy for wake mitigation. This latter method is explained in more detail below.

2.4.2.1. Turbine repositioning strategy

In the turbine repositioning method for wake mitigation, the turbines are assumed to be floating and therefore repositionable. The turbines can then be moved out of each other's wake, as proposed in van Wingerden (2011), to reduce the effects of wakes on loading and power production. The concept requires adjustments of the wind turbine positions to wind direction and possibly also to other time-varying conditions that affect the wake interaction in an offshore wind plant (e.g. turbulence and wind speed). In a wind plant, cable length and other constraints on the ability to move the turbines will limit the possible turbine displacement, therefore in a first investigation of the concept it is important to know the size of the displacements that are needed to reduce the wake effects, and this is what will be done in this two-turbine case study.

2.4.2.2. Simulation setup

In simulations with the two-turbine scenario described in Section 2.2.2, the yaw, tilt, and position set-points of the upstream turbine are swept and held fixed for separate 1000-second simulations. In each case, the turbines use individual control for power and speed regulation, using the baseline pitch and torque control laws defined in Jonkman et al. (2009). Further, we investigate if the loads induced by moving from full to partial overlap can be mitigated through the use of load-reducing IPC with the standard collective pitch control. The IPC on the downstream turbine is switching on for the last 400 s of the simulation. As in the single-turbine case, the IPC implementation is based on the equations 2.7-2.9, but in these cases the set-points $M_{r,\text{tilt}}$ and $M_{r,yaw}$ are set to zero such that rotor loads are mitigated by the IPC. Again the parameters as specified in Houtzager (2011) are used, and we use the load-reducing IPC also in below-rated conditions. The SOWFA supervisory wind plant controller (described in Section 1.2.4.1) collects the data from the individual turbines.

Note that in floating turbines, additional hydrodynamics play a role, which are not currently modeled in SOWFA. Also, some control adjustments would be needed to account for the additional dynamics of floating turbines, as discussed in Van der Veen et al. (2012). Therefore, the scenario in which we test turbine repositioning control is somewhat unrealistic.

Figure 2.12 shows the flow fields for example cases for the different wake mitigation control strategies. It is shown that by misaligning the yaw angle of front turbine (T1) with the wind direction, the flow direction of the wake is changed in the direction opposite to
the yaw angle, as was also seen in the single-turbine case study of Section 2.4.1. By controlling the deflection of the wake through yawing, the wake can be directed away from the downstream turbine (T2). In a similar manner, changing the rotor tilt on T1 redirects the wake in the vertical direction, so that its overlap with the rotor of T2 is reduced. Further, it is shown in Figure 2.12 that T2 can be moved out of the wake of T1. With each of the wake mitigation techniques, we aim at increasing the power production of T2 by increasing the velocity of the inflow into T2. The techniques reduce the overlap area of the wake of T1 with the rotor of T2, making that a larger part of the rotor encounters the higher free-stream velocity. Yawing or tilting also reduces the axial induction of the rotor of T1, and this further increases the wake velocity. In the case of yawing and tilting, a reduction of power production of T1 can be expected because the axial induction and the effective rotor area are reduced (Medici, 2005; Burton et al., 2002b). Changing from full overlap to partial wake overlap affects the turbulence and shear in the inflow to T2, which affects the loads on T2 (Yang et al., 2011). In the next part of this section, we focus on the effect of each of the wake mitigation techniques on the electrical energy productions of, and the load impacts on the turbines in simulation.

Following completion of the simulation, the data were collected from each case and post-processed as follows. First, the 1000 s of time domain data for each simulation were broken into segments (see Figure 2.13). The first 200 s of each simulation were discarded because the wake was not fully developed. The last 100 s were also discarded because of system problems that left some files incomplete. Finally, the remaining time histories were divided into a segment from 200 s to 600 s, in which the downstream turbine is not running IPC, and a segment from 700 s to 900 s, when it is and the IPC startup transients have vanished. Although it should be possible to start IPC smoothly, because the transition was not our research focus, we start the controller rather abruptly. In the baseline case, IPC is never enabled, to provide a basis for comparison. From the wake development time and the velocity in the wake, it can be found that the average turbine-to-turbine flow-through time is approximately 200 s, and that we thus use the data of two flow-through periods for the analysis of the operation with IPC, and one flow-through period for the operation without IPC.

From these two blocks of time (200-600 s and 700-900 s), several metrics are computed. First, the average power is computed for each turbine. Next, loads are computed for blade out-of-plane (OOP) bending, drivetrain torsion, tower bending and yaw bearing moment. In the case of the tower load, a combined load is computed from the separate fore-aft and side-side loads using a root-sum-square combination. This is likewise done to combine the separate load components on the yaw bearing. For each of these load signals, a damage equivalent load (DEL) is computed. The DEL is a standard metric of fatigue damage (see Buhl Jr. (2008)). The power and DEL results are summarized in Figure 2.14.

2.4.2.3. Analysis and Discussion

In general, each of the concepts show good potential to increase electrical power production. Redirecting the wake with yaw and tilt on the upstream turbine or repositioning the downstream turbine, such that overlap of the wake of the upstream turbine with
Figure 2.12: SOWFA-generated velocity fields after 1000s of simulated time, for example cases with each of the different wake mitigation methods. The rotor plane of the upstream turbine (T1) and the downstream turbine (T2) are shown as black lines.
the downstream is reduced and the wind velocity in the wake increased, indeed yields a power increase on the downstream turbine. With increasing yaw or tilt angle, the production of the upstream turbine is reduced, but the production gain on the downstream turbine is larger for a range of the misalignment angles. If we consider the simulations in which the downstream turbine does not use IPC (Figure 2.14a), in the best cases, yaw control shows an increase in total production of the setup of 4.6%, for tilt the maximum increase is 7.1%, and there is 41% improvement when the downstream turbine is moved a full rotor diameter.

Tilt misalignment thus shows larger potential electrical power production improvements than yaw when considering large positive tilt angles. Both negative and positive tilt angles will redirect the wake away from the downstream turbine rotor, but the positive tilting has the advantage that it will redirect the wake towards the ground, allowing high velocity air from higher altitudes to flow towards the upper part of the downstream rotor, resulting in higher power production of the downstream turbine.

In the repositioning technique, for smaller displacements, there is little power production increase, and significant increase for larger displacements. This can be explained by the fact that the wake expansion is substantial, therefore the displacements need to be large for the wake overlap to be reduced. Also observing the loads for the downstream turbine, there is little change for small alterations in position, significant change for the displacements yielding partial overlap, and then no change again when the turbine is moved a full rotor diameter. The feasibility of this floating wind plant control concept thus strongly depends on the particular constraints on the displacements of the floating turbines in the wind plant.
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Figure 2.14: Summary of results of two-turbine simulations. The three columns are divided by control action. The top row shows the combined power output for each case, compared to the baseline case on the far left. The remaining rows indicate the percent change in load compared to the baseline.

(a) Time-averaged power and load results without using IPC.

(b) Time-averaged power and load results when using IPC on the downstream turbine.
Looking at the loads across simulations without the use of IPC (also in Figure 2.14a), the upstream turbine either experiences an increase or decrease in blade OOP bending, depending on the angle chosen. Blade bending reduces with positive tilt angles and increases with negative yaw angles. This is in agreement with another investigation (Kragh et al., 2013a) on this behavior in sheared inflow. For tilt, blade bending increases with positive offset angles and decreases with negative offset angles. The drivetrain, tower, and yaw load for the upstream turbine either decrease or minimally increase by yaw- or tilt-angle adjustments. A possible explanation for this effect is that these methods generally reduce the power capture of the upstream turbine, and derating can be considered a load mitigation strategy. For the downstream turbine, all loads generally increase somewhat, and this is most likely due to moving from full to partial wake overlap, which may increase the asymmetry of thrust forces on the rotor.

Figure 2.14b shows the results for power and blade loads for the simulations where the downstream turbine is using IPC to mitigate the effect of partial wake overlap. These results are based on 200 s of simulation versus 400 s in Figure 2.14, and are from a different point in the simulation. Overall, the results indicate a very strong motivation for the use of IPC, in general, and as a way to reduce the negative impacts of using wake-mitigation strategies, since the impact of changing from fully- to partially- to non-waked conditions can be reduced.

It is important to acknowledge the shortcomings of this current work:

- First, because of computational/time constraints, results are based on simulations of one inflow case and one atmospheric condition. As in the axial-induction control cases, the results in terms of potential gain of these methods are expected to vary with the amount of wake recovery, which is dependent of the inflow and atmospheric conditions. We have studied a case with a large expected power gain, since the relatively small turbulence intensity in the inflow together with the neutral atmospheric stability, is expected to result in a relatively slow wake recovery.

- Further, the power and DEL calculations are based on lengths of time shorter than what would be standard practice for a normal wind turbine simulation regime. This is because of the large computational cost of the SOWFA simulations, and limited access to the computational resources.

- Additionally, this work is based on a baseline of almost full overlap of the wake of the upstream turbine with the rotor of the downstream turbine. This selection represents a ‘worst case’ condition to investigate the potential gain of applying these techniques. In practice, the more likely scenario will be to go from partially overlapped to less overlapped, or not overlapped, and in these cases the potential power increase on two turbines would typically be smaller. An example study is provided in Chapter 4.
2.5. CONCLUSIONS

In this chapter we have evaluated the potential of different control degrees-of-freedom of the wind turbine to control the wake and optimize the performance of the wind plant. We have subdivided the control strategies in axial-induction-based, wake redirection and repositioning techniques. In this section, we summarize our findings for each of the techniques.

In literature, studies on the axial-induction-based strategies have been reported, where simulations, wind tunnel experiments and field tests have been used to test the concept, with a large range of reported potential gains in terms of power production. In our own high-fidelity simulations, we have shown a case with a relatively low ambient turbulence (neutral atmospheric boundary layer, low surface roughness), in which axial-induction-based strategies are not successful, because there is too much wake expansion. We conclude that the potential gain is sensitive to the properties of the inflow, the atmospheric conditions, but also the particular turbine characteristics. Therefore, a data-driven control strategy is needed to successfully implement an axial-induction-based technique that is adaptive to the particular conditions in a wind plant at a certain time. A direct data-driven strategy will be presented in Chapter 3. Further developments of engineering models for axial-induction-based control using data-driven model-based control are presented in Annoni et al. (2014a).

For the wake redirection techniques we have shown in simulation examples of a particular flow case that there is significant potential to increase power production using yaw and tilt. Loads on the misaligned turbine are increasing or decreasing depending on the particular misalignment angle and direction used. Possible load increases on the downstream turbines because of partial wake overlap can be mitigated by the use of standard load-reducing IPC on the downstream turbine. The novel concept of using of IPC to redirect the wake, by intentionally inducing an asymmetry in the forces on the flow, has also shown to work, but the resulting load increases on the turbine are substantial. As for the axial-inducted-based strategies, for each of the wake redirection strategies, it is to be expected that the potential to reduce loads and increase power production is dependent on the particular atmospheric conditions, the wind turbine properties and the wind plant setup. A data-driven strategy for yaw-based wake redirection control is presented in Chapter 4.

Since both the axial-induction-based strategies, and the yaw-based wake redirection strategies were tested in the same simulated ambient turbulence conditions, the results suggest that there is more potential for yaw-based wake redirection wind plant control, than for axial-induction-based wind plant control, although further research is needed to quantify the exact sensitivity to the ambient conditions (inflow turbulence, atmospheric stability, surface roughness). Because turbulence promotes wake recovery, it seems apparent that the level of ambient turbulence is negatively correlated with the potential of wind plant control to improve wind plant performance, but the exact influence is not quantified yet.

For the repositioning techniques for floating wind plant, we have shown that if we
consider the baseline case of alignment of two rotors in the wind direction, because of
wake expansion, substantial displacements are needed (half a rotor diameter or more),
to reduce the wake effects sufficiently to have significant effects on total power produc-
tion. The potential of this concept is thus dependent on the constraints on possible
displacement of the floating turbines in a wind plant setup.
3

AXIAL-INDUCTION-BASED ELECTRICAL POWER PRODUCTION OPTIMIZATION CONTROL FOR WIND PLANTS

This chapter presents a data-driven adaptive scheme to adjust the control settings of each wind turbine in a wind plant such that an increase in the total power production of the wind plant is achieved. This is done by taking into account the interaction between the turbines through wake effects. The optimization scheme is designed in such a way that it yields fast convergence, so that it can adapt to changing wind conditions quickly. The scheme has a distributed architecture in which each wind turbine adapts its control settings through gradient-based optimization, using information that it receives from neighbouring turbines. The novel control method is tested in a simulation of the Princess Amalia Wind Park. It is shown that the distributed gradient-based approach performs the optimization in a more time-efficient manner compared to an existing data-driven wind plant power optimization method that uses a game theoretic approach.

3.1. INTRODUCTION

The aim of control algorithms in modern wind turbines is to adjust the control degrees of freedom of the turbine, such as the generator torque and the pitch angles of the rotor blades, to changing wind conditions, with the aim of maximizing the energy capture of the wind turbine while keeping the structural loads on the turbine within acceptable limits. Nowadays, wind turbines are often placed with other turbines in wind plants to

This chapter has been published in Gebraad and van Wingerden (2014b).
reduce use of space and costs of installation and maintenance. However, placing wind turbines in a wind plant introduces aerodynamic interaction between the turbines that affect the power production and loads on each turbine in the plant. These interactions effects are not taken into account in the current practice of wind turbine control design.

The aerodynamic interaction follows from the fact that a wind turbine converts the kinetic energy of an incoming wind flow into electrical energy, which results into the formation of a wake of turbulent slow moving air downstream of the rotor. As the wake travels downstream, the wake expands, and recovers to the free stream conditions because of mixing with the surrounding air. If another turbine is standing in the path of a wake that has not fully recovered, the reduced wind speed in this wake results in a lower electrical power production of the downstream turbine. Adjusting the control parameters of a wind turbine affects the extraction of power from the wind flow, and therefore the velocity deficit in the wake it produces. Therefore in wind plants, in which turbines are placed relatively close to each other, the wake effect causes a coupling between the control parameters of upstream turbines and the power productions and loads on downstream turbines. Cooperative control strategies that take into account the wake effect can be used to optimize the total power production of the wind plant. This is done by reducing the power production of the upstream turbines, in order to reduce the velocity deficit in the downstream wind flow, which increases the power production of the downstream turbines (Steinbuch et al., 1988; Schepers et al., 2007; Johnson et al., 2009). In a similar manner, it is possible use cooperative control to distribute the structural loads acting on the individual wind turbines in the wind plant more equally.

One approach to deal with wake interactions is to derive a model that describes the dynamics of the wind plant, and to use this model to synthesize control laws (Soleimanzadeh et al., 2013; Madjidian et al., 2011; Bitar et al., 2013), or to directly calculate control actions using model predictive control techniques (Soleimanzadeh et al., 2012, 2011; Spudić et al., 2010; Heer et al., 2014). In this chapter we aim to develop a wind plant control method that is directly data-driven rather than model-based, in the sense that it makes direct use of measured data in order to optimize the control parameters of the wind turbines and adapt them to time-varying wind conditions, without using a predefined model that predicts the effect of each control action. Thereby the objective of the optimization is to maximize the total power production of the wind plant in below-rated wind conditions, although the method may be extended to perform load control, by including static load measures in the objective function, as was done in Soleimanzadeh et al. (2012); Madjidian et al. (2011).

The method that in this chapter is chosen to perform the data-driven adaptive control is known as Maximum Power-Point Tracking (MPPT). In previous work (Koutoulios et al., 2006), the MPPT method was used to optimize the power of a single wind turbine using a real-time closed-loop scheme, where the change of the power production of the turbine as a result of control changes are measured, and subsequently the control parameters are adapted in a direction that yields a power improvement. In this chapter,

---

1The wind plant model that is used in Madjidian et al. (2011) to synthesize control laws does not include interaction between turbines through the wakes.
the MPPT method is extended in such a way that it optimizes the total power of a wind plant, by letting the wind turbines exchange information about their power production with other wind turbines in the wind plant.

In this work, the MPPT wind plant control method is made adaptive to time-varying wind speeds, by designing the algorithm in such a way that its objective function is the efficiency by which the wind plant converts the kinetic energy of the incoming wind into electrical energy, rather than the total power production of the wind plant. The wind plant control also needs to be adaptive to other changing wind conditions, such as a changing wind direction, or a changing turbulence intensity which will affect the amount of mixing with the surrounding air and thereby the wake recovery. To accomplish this, it is required that the optimization takes place in a time-efficient manner. To this end, gradient-based techniques are used to perform the optimization, and the algorithm is designed using a distributed architecture in which the control parameters of a wind turbine are adapted based on information from the nearest neighbouring turbines only. This architecture is illustrated in Figure 3.1. The proposed algorithm is an example of a direct data-driven method as described before in Section 1.4.

This chapter presents the new MPPT wind plant control method, and demonstrates its features through simulation examples in which the performance of the method is compared with a benchmark algorithm using the game theoretic approach of Marden et al. (2013). The simulation results are generated using the Jensen wake model, to which a delay structure is added to simulate the dynamics of the wake travelling through the wind plant.
The chapter is organized as follows. A full explanation of the MPPT wind plant control approach is given in Section 3.2. The game theoretic wind plant control approach is explained in Section 3.3. An explanation of the wind plant model used in the simulation examples is given in Section 3.4. In Section 3.5, the simulation examples are described in detail and the results are given. Finally, in Section 3.6 the conclusions are presented.

3.2. MAXIMUM POWER-POINT TRACKING CONTROL FOR WIND PLANTS

In this section, the MPPT wind plant control method is presented in two variants: the Gradient-Ascent MPPT (GA-MPPT) method and the Quasi-Newton MPPT (QN-MPPT) method. Both methods make use of gradient-based optimization techniques to find the control settings that yield a maximum total power production of the wind plant. As these gradient-based techniques can be categorized as being local optimization techniques, they may converge to a local maximum instead of a global maximum of the total power (Boyd et al., 2004). Further, in developing the MPPT methods simplifying assumptions are made in order to be able to perform the optimization using a distributed control architecture, in which each turbine uses information from the nearest neighbouring downstream turbine only. This gradient-based, distributed optimization approach is taken to improve the time-efficiency of the optimization.

The GA-MPPT and QN-MPPT methods are explained for a single row of wind turbines in Sections 3.2.1 and 3.2.2, respectively. In Section 3.2.3, the two methodologies are extended in such a way that they can be used on any wind plant configuration.

3.2.1. GRADIENT-ASCENT MPPT CONTROL OF A ROW OF WIND TURBINES

Consider a row of \( n \) wind turbines standing in the wake of each other, in a wind field with an incoming free stream speed \( V_\infty \), as depicted in Figure 3.2. The turbines have power productions \( \{P_i\}_{i=1}^n \) and certain control settings \( \{a_i\}_{i=1}^n \) that influence the power production of the turbines. In the simulation examples in this chapter, it is assumed that

![Figure 3.2: A row of \( n \) wind turbines with power productions \( \{P_i\}_{i=1}^n \) and control parameters \( \{a_i\}_{i=1}^n \), in a wind field with free-stream speed \( V_\infty \).](image-url)
the control variable $a_i$ is the axial induction factor of turbine $i$. This is a generalization in the sense that in a modern turbine the axial induction factors can be influenced by adapting either the blade pitch angles, or by scaling the generator torque which changes the tip speed ratio of the rotor (Bianchi et al., 2007). Hence, in practice, one would use the MPPT scheme as presented here as a supervisory controller adjusting the reference signals for the blade pitch angles for each turbine, or the generator torque scaling factors used to adjust the rotor speed of each turbine. Alternatively, one could make use of knowledge of the power and thrust characteristics of a turbine rotor, if available, to find the pitch and torque that yield a desired axial induction provided by a wind plant controller, as was shown in Schaak (2006). In both cases, each of the local turbine controllers would track the reference signals while fulfilling some requirements for safe operation (by limiting pitch rates for example).

Due to wake interaction, changing a control parameter $a_i$ influences $\{P_j\}_{j=i}^n$, the power productions of turbine $i$ and the turbines downstream of turbine $i$. Further, the power production of the turbines is dependent on the kinetic energy of the incoming wind field. The kinetic power of wind with air density $\rho$ passing through an area $A$ with speed $V_\infty$ is given by Bianchi et al. (2007):

$$P_V = \frac{1}{2} \rho A V_\infty^3.$$ (3.1)

If constant air density is assumed, the efficiency by which the row of turbines converts the energy of the incoming wind field $P_V$ into electrical energy can be maximized by solving the following optimization problem:

$$\max \sum_{i=1}^n \tilde{P}_i (a_1, a_2, \ldots, a_i), \text{ with } \tilde{P}_i = \frac{P_i}{V_\infty^3}. \quad (3.2)$$

Note that in the above optimization problem, the power production of each turbine is divided by a factor that is proportional to the power of the incoming wind field. To perform the optimization in a local sense, the control parameters $\{a_i\}_{i=1}^n$ can be iteratively updated using a gradient-ascent optimization method (Boyd et al., 2004), resulting in the following Gradient-Ascent Maximum Power-Point Tracking (GA-MPPT) control update law:

$$a_i (k+1) = a_i (k) + K \sum_{j=i}^n \frac{\partial \tilde{P}_j}{\partial a_i} (k), \quad (3.3)$$

for $i = 1, \ldots, n$, with index $k$ denoting the iterations, and with a small scalar $K > 0$ being a scaling factor for the size of the steps on $a_i$. This design variable $K$ can be used to tune the convergence properties of the gradient-ascent optimization. In order to perform the optimization in a real-time data-driven manner, the gradients $\frac{\partial \tilde{P}_j}{\partial a_i}$ can approximated from the past iterations through first-order backward differencing:

$$\frac{\partial \tilde{P}_j}{\partial a_i} (k) \approx \frac{\tilde{P}_j (k) - \tilde{P}_j (k-1)}{a_i (k) - a_i (k-1)}. \quad (3.4)$$
A difficulty of the approach described above is that it takes a substantial amount of time to obtain the gradients of the objective function. For example, suppose that in iteration \( k \), \( a_1 \) is changed by a certain step, then to find the gradient \( \partial P_n / \partial a_1 (k) \) using the above update rule, one would have to wait for the air in the wake of turbine 1 to travel to turbine \( n \) to find the effect of the control update on \( P_n \), which is the power of the last turbine in the row. Because of the large distances between the turbines (typically 7 to 8 rotor diameters), the time this takes is very long for a large wind plant. During this travelling time, the speed of the incoming wind field is likely to have changed. Also other wind conditions may change over time, such as the wind direction, and the turbulence intensity in the free stream flow, which affects the amount of wake recovery in between the turbines. To make the algorithm adaptive to time-varying wind conditions, two changes are made to the control scheme described above:

1. To overcome the problem of a changing speed of the incoming wind field, the delays related to the wind travelling from one turbine to the next are taken into account in the definition of the efficiencies \( \tilde{P}_i \). Let \( T_{V_{\infty} \rightarrow i} \) denote the time it takes for the wind field to travel from \( x_{V_{\infty}} \) (the location where the incoming free-stream wind speed is measured) to \( x_i \) (the location of a turbine \( i \)). Then to compensate for the wind travelling delays, the efficiency \( \tilde{P}_i \) can be found from the power \( P_i \) at a time instant \( t \), by:

\[
\tilde{P}_i = \frac{P_i(t)}{V_{del,\infty,i}(t)^3},
\]

with:

\[
V_{del,\infty,i}(t) = V_{\infty}(t - T_{V_{\infty} \rightarrow i}).
\]

2. Changes in wind conditions such as wind direction and turbulence intensity change the way in which the power of each turbine is dependent on the control parameters of upstream turbines. A speed-up of the algorithm is needed for the optimization to be able to track these changes. A practical approach to speed-up the optimization scheme is to only take into account the influence of a turbine’s control settings on the power of the turbine itself, and on the power of the neighbouring downstream turbine. This then results in the following control update scheme:

\[
a_i(k+1) = a_i(k) + K \left[ \frac{\partial \tilde{P}_i}{\partial a_i}(k) + \frac{\partial \tilde{P}_{i+1}}{\partial a_i}(k) \right].
\]

Only taking into account the effect on the downstream neighbouring turbine can be a good approximation as in practical cases there is a substantial reduction of the velocity deficit in the wake as the air travels from one turbine to the next, because of mixing with the free stream air. Thus, the effect of a control setting change is far larger on the nearest downstream neighbouring turbine than on turbines further downstream.

### 3.2.2. Quasi-Newton MPPT Control of a Row of Wind Turbines

In order to further improve the convergence properties of the algorithm, one can use a Quasi-Newton optimization method to perform the local optimization of the control.
3.2. M P P T C O N T R O L O F A W I N D P L A N T

This section presents the scheme to perform the real-time closed-loop MPPT control on a wind plant of an arbitrary, but known spatial configuration, taking into account the delays between the control update and the power responses of the different turbines. Let \( F = \{1, 2, \cdots, N\} \) denote a set of indices that number the wind turbines in a wind plant, with \( N \) denoting the total number of turbines. Let \( G \subset F \) be the set of turbines that are directly influencing neighbouring downstream turbines through wake interaction, and let \( d(i) \) be the index of the nearest neighbour downstream turbine that a turbine \( i \in G \) is directly influencing. Further, \( L = \{i \in F | i \notin G\} \) is the set of turbines that are not influencing other turbines. In Figure 3.3 an example is given of how to define the sets \( F, G, \) and \( L \) and the mapping \( i \mapsto d(i) \) for a given wind plant configuration and wind direction. It is assumed that the sets \( F, G, L \) can be updated using information of the wind plant configuration and the wind directions in the wind plant. Notice that an estimate of the
Figure 3.3: The above picture shows the top view of a 4-by-4 wind plant in a south-eastern wind flow. The dotted arrows show which turbine is directly influencing which other nearest neighbour downstream turbine through wake interaction. In this case, the set of indices numbering each turbine is \( F = \{1, 2, \ldots, 16\} \). The indices of turbines \( i \) that are influencing other turbines are collected in the set \( G \). The index of the neighbouring downstream turbine that a turbine \( i \in G \) is directly influencing is given by \( d(i) \). The mapping \( i \mapsto d(i) \) is given in the table below the picture. The indices of turbines that do not influence other turbines are collected in the set \( L = \{4, 8, 12, 13, 14, 15, 16\} \). The notation \( R(i) \) is used for the full set of turbines that are standing in the wake of a turbine \( i \in G \), and \( \tilde{i}(j) \) is the most upstream turbine of the row that a turbine \( j \) is part of (both notations are used to define the wind plant simulation model in Section 3.4).
wind direction is available in most wind turbines, as it is used to align the rotor axis with the wind direction through yaw control.

Using the above definitions, the GA-MPPT control update law for the wind plant is written as:

\[ a_i (k + 1) = a_i (k) + K \left[ \frac{\partial \tilde{P}_i}{\partial a_i} + \frac{\partial \tilde{P}_{d(i)}}{\partial a_i} \right] \quad \forall i \in G, \tag{3.13} \]

and the QN-MPPT control update law for the wind plant is:

\[ a_i (k + 1) = a_i (k) + K s_i (k) \quad \forall i \in G, \tag{3.14} \]

with \( s_i (k) \) being the \( i \)-th element of the search direction vector \( s (k) \), defined as:

\[ s (k) = B (k) J (k), \tag{3.15} \]

with:

\[ J (k) = \begin{bmatrix} J_1 (k) \\ \vdots \\ J_N (k) \end{bmatrix} \quad \text{where} \quad J_i (k) = \begin{cases} \frac{\partial \tilde{P}_i}{\partial a_i} (k) + \frac{\partial \tilde{P}_{d(i)}}{\partial a_i} (k) & \text{for} \ i \in G, \\ 0 & \text{for} \ i \notin G, \end{cases} \tag{3.16} \]

and \( B (k) \) being generated by the update rule (3.10). In both MPPT methods, turbines in the set \( L \) are controlled to operate in such a way that the power of the turbine itself is maximized:

\[ a_i = a_i^{\text{opt}} \quad \forall i \in L, \tag{3.17} \]

where \( a_i^{\text{opt}} \) is the control setting that yields maximum power production for the turbine \( i \) itself. In the case that \( a_i \) is the axial induction factor, \( a_i^{\text{opt}} = 1/3 \), (Bianchi et al., 2007).

After a control variable \( a_i \) is updated, there is a time delay before this change has an effect on the turbine \( i \) itself, and another time delay before the change has an effect on the neighbouring downstream turbine \( d (i) \). The scalar \( T_{s,t} \) denotes the largest settling time of the responses of the power \( P_i \) of each turbine \( i \in G \) to the change of their own control variables \( a_i \). The scalar \( T_{s,d} \in \mathbb{R} \) is an upper bound for the time interval that it takes for each control variable \( \{a_i | i \in G\} \) to have its full effect on the power production of the neighbouring downstream turbine, \( P_{d(i)} \). The interval \( T_{s,d} \) includes the maximum wake travelling time between a turbine \( i \in G \) and its downstream neighbouring turbine \( d (i) \). Therefore, the interval \( T_{s,d} \) can be assumed to be larger than \( T_{s,t} \). Notice that if the control variables \( \{a_i, i \in G\} \) are updated simultaneously to an iteration \( a_i (k) \), at a time instant denoted by \( t_k^{\text{upd}} \), the gradient updates can be scheduled according to the following update rules:

\[ \frac{\partial \tilde{P}_i}{\partial a_i} (k) = \frac{\tilde{P}_i \left[ t_k^{\text{upd}} + T_{s,t} \right] - \tilde{P}_i \left[ t_k^{\text{upd}} \right]}{a_i (k) - a_i (k - 1)}, \tag{3.18} \]

\[ \frac{\partial \tilde{P}_{d(i)}}{\partial a_i} (k) = \frac{\tilde{P}_{d(i)} \left[ t_k^{\text{upd}} + T_{s,d} \right] - \tilde{P}_{d(i)} \left[ t_k^{\text{upd}} + T_{s,t} \right]}{a_i (k) - a_i (k - 1)}, \tag{3.19} \]
Algorithm 1: The pseudocode below shows the Gradient-Ascent MPPT wind plant control algorithm. The variables \( \overline{a}_i \) and \( \overrightarrow{P}_i \) are used to store past values of the control variables and the power of the turbines.

1: given \( T_{s,d}, T_{s,t}, (\Delta a)_{\text{init}}, K \) and sets \( F, G \)
2: \( \tau \leftarrow 0, \text{LocGr} \leftarrow \text{False} \)
3: \( a_i \leftarrow a_{\text{opt}}^i \forall i \in F \)
4: measure \( P_i(t) \), estimate \( V_{\infty,i}^{del}(t) \forall i \in G \)
5: \( \overrightarrow{P}_i \leftarrow P_i(t) V_{\infty,i}^{del}(t)^{-3} \forall i \in G \)
6: \( \overline{a}_i \leftarrow a_i \forall i \in G \)
7: \( a_i \leftarrow a_i - (\Delta a)_{\text{init}} \forall i \in G \)
8: loop
9: \( \tau \leftarrow \tau + \Delta t \)
10: if \( \tau > T_{s,t} \) and \( \tau \leq T_{s,d} \) and \( \text{LocGr} = \text{False} \) then
11: for all \( i \in G \) do
12: measure \( P_i(t) \), estimate \( V_{\infty,i}^{del}(t) \), \( \tilde{P}_i \leftarrow P_i(t) V_{\infty,i}^{del}(t)^{-3} \)
13: \( \frac{\partial \tilde{P}_i}{\partial a_i} \leftarrow \frac{\tilde{P}_i - \overrightarrow{P}_i}{a_i - \overline{a}_i} \)
14: \( \overrightarrow{P}_i \leftarrow \tilde{P}_i \)
15: \( \overline{P}_{d(i)} \leftarrow \tilde{P}_{d(i)} \)
16: end for
17: \( \text{LocGr} \leftarrow \text{True} \)
18: else if \( \tau > T_{s,d} \) then
19: for all \( i \in G \) do
20: measure \( P_{d(i)}(t) \), estimate \( V_{\infty,d(i)}^{del}(t) \), \( \tilde{P}_{d(i)} \leftarrow P_{d(i)}(t) V_{\infty,d(i)}^{del}(t)^{-3} \)
21: \( \frac{\partial \tilde{P}_{d(i)}}{\partial a_i} \leftarrow \frac{\tilde{P}_{d(i)} - \overrightarrow{P}_{d(i)}}{a_i - \overline{a}_i} \)
22: \( \overrightarrow{P}_i \leftarrow \tilde{P}_i \)
23: \( \overline{a}_i \leftarrow a_i \)
24: \( a_i \leftarrow a_i + K \left[ \frac{\partial \tilde{P}_i}{\partial a_i} + \frac{\partial \tilde{P}_{d(i)}}{\partial a_i} \right] \)
25: end for
26: \( \tau \leftarrow 0 \)
27: \( \text{LocGr} \leftarrow \text{False} \)
28: end if
29: end loop
3.3. Benchmark Wind Plant Control Algorithm with a Game Theoretic Approach

In the simulation examples of Section 3.5, the MPPT approaches are compared with a Game Theoretic (GT) wind plant control approach with full communication between the turbines, presented in Marden et al. (2013). Like the MPPT method, the GT approach of Marden et al. (2013) is data-driven, since it only needs measurements of the power and the control parameters to track the point of maximum power. A similar game-theoretic approach was taken in Park et al. (2013), but the latter uses knowledge of the model to efficiently perform the optimization. An important difference between the MPPT method and the GT optimization approach with full communication as presented in Marden et al. (2013), is that this GT approach aims to optimize the settings of each turbine by evaluating their effect on all the turbines in the wind plant. Furthermore, the GT approach performs this optimization by making random perturbations to the control variables and holding the settings if they yield an improvement of the wind plant total power production, so as to iteratively find the global maximum of the wind plant total power. To evaluate the effect of each control variable change on the total power production of the wind plant, the algorithm has to wait until the wake has travelled through the entire wind plant. This waiting time is denoted by $T_{s,p}$.

In Algorithm 2, the control scheme of the GT approach is given as it is implemented in our simulations. The algorithm has two parameters that are used to set the exploration rate of the randomized optimization:

- a scalar $E \in [0,1]$ that defines the probability of using a new random setting for $a_i$, instead of keeping the settings that yielded the largest total power so far,
- a scalar $K \in [0,1]$ that defines the size of the interval in which the random steps on the control settings are chosen.

$^{2}$Marden et al. (2013) also presents a form of the Game-Theoretic method with limited communication between the turbines, but it is shown in the same paper that this particular method has slower convergence than the full communication GT approach.
The range \([a_{\text{min}}, a_{\text{max}}]\) is the set of allowable values for the control settings, which for the axial induction factor is given by \([0, 1/3]\). The algorithm is somewhat different than the one presented in Marden et al. (2013), since in the exploration it makes small random perturbations in each iteration, rather than taking random values in the full range \([a_{\text{min}}, a_{\text{max}}]\). This change is made to improve the convergence speed of the algorithm, and reduce oscillations of the power signal.

**Algorithm 2**

The pseudocode below shows a wind plant control algorithm similar to the Game Theoretic approach of Marden et al. (2013). The values of \(R_1\) and \(R_2\) are drawn randomly using a uniform distribution. The variables \(\overline{a}_i\) and \(\overline{P}_i\) are used to store past values of the control variables and the power of the turbines.

```plaintext
1: given \(T_{s,p}, K \in [0, 1], E \in [0, 1]\) and set \(F\)
2: \(\tau \leftarrow 0\)
3: \(a_i \leftarrow a_i^{\text{opt}} \; \forall \; i \in F\)
4: \(\overline{P} \leftarrow \sum_{i=1}^{N} P_i(t)\)
5: \(\overline{a}_i \leftarrow a_i\)
6: loop
7: \(\tau \leftarrow \tau + \Delta t\)
8: if \(\tau > T_{s,p}\) then
9: if \(\sum_{i=1}^{N} P_i(t) > \overline{P}\) then
10: \(\overline{a}_i \leftarrow a_i \; \forall \; i \in F\)
11: \(\overline{P} \leftarrow \sum_{i=1}^{N} P_i(t)\)
12: end if
13: for all \(i \in F\) do
14: \(R_1 \leftarrow \text{random value} \in [0, 1]\)
15: if \(R_1 < E\) then
16: \(R_2 \leftarrow \text{random value} \in [-a_{\text{max}}, a_{\text{max}}]\)
17: \(a_i \leftarrow \min(\max(\overline{a}_i + K R_2, a_{\text{min}}), a_{\text{max}})\)
18: else
19: \(a_i \leftarrow \overline{a}_i\)
20: end if
21: end for
22: \(\tau \leftarrow 0\)
23: end if
24: end loop
```

### 3.4. Wind Plant Simulation Model

In Section 3.5, the control methods are evaluated in simulations of a wind plant. The simulation model used in this case study is the Jensen model, that was first introduced in Katić et al. (1986), extended with a delay model to include the wake travelling dynamics. The Jensen model is a relatively simple engineering model that gives an estimate of the velocity profile in the wind plant as a function of the incoming wind field and the set of axial induction factors of each turbine \(\{a_i | i \in F\}\).
Consider a single turbine $i$ with a rotor diameter $D_i$, with its rotor axis aligned with the wind direction. Assume an incoming uniform wind field with a free-stream speed $V_\infty$. Let $(x, r)$ be a point in the wake of the turbine, where $x$ is the distance to the rotor disk plane of the turbine, and $r$ is the distance to the centerline of the wind turbine rotor axis (see Figure 3.4). The Jensen model estimates the wind speed in the point $(x, r)$ to be:

$$V_{w,i}(x, r, a_i) = V_\infty \left[1 - \delta V_{w,i}(x, r, a_i)\right],$$

with the fractional velocity deficit $\delta V_{w,i}(x, r, a_i)$ given by:

$$\delta V_{w,i}(x, r, a_i) = \begin{cases} 2a_i \left[\frac{D_i}{D_{w,i}(x)}\right]^2 & \text{for } r \leq \frac{D_{w,i}(x)}{2}, \\ 0 & \text{for } r > \frac{D_{w,i}(x)}{2}, \end{cases}$$

where $D_{w,i}$ is the diameter of the wake, which is assumed to have a circular cross-section. The diameter is assumed to expand proportional to the distance $x$:

$$D_{w,i}(x) = D_i + 2\kappa x,$$

where parameter $\kappa$ represents a tunable wake expansion coefficient. In the simulation examples of Section 3.5, this parameter is set to $\kappa = 0.084$, to fit the offshore wind plant power data provided in Barthelmie et al. (2009).

The model is extended to include multiple turbines with interacting wakes. Then the effective wind speed $V_j$ for a turbine $j \in F$ is found by combining the estimated wind velocity deficits created by each upstream turbine:

$$V_j = V_\infty \left[1 - \delta V_j\right],$$

with:

$$\delta V_j = 2 \left[\sum_{i \in F: x_i < x_j} a_i \left[\frac{D_i}{D_{w,i}(x_j - x_i)}\right]^2 \frac{A_{i,j}^o}{A_j}\right]^2,$$
where $A_j$ is the rotor swept area of a turbine $j$, and $A_{ol}^{i,j}$ is the overlapping area of the rotor swept disk of a turbine $j$, and the wake generated by an upstream turbine $i$ at the rotor plane of turbine $j$ (see Figure 3.4), which are calculated using basic trigonometric relationships.

When the effective wind speed at each turbine is known, the power of each turbine is calculated as Bianchi et al. (2007):

$$P_j = \frac{1}{2} \rho A_j C_P(a_j) V_j^3,$$

(3.25)

where $\rho$ is the air density and $C_P$ is the power efficiency coefficient, which is expressed as a function of the axial induction factor:

$$C_P(a_j) = 4a_j (1 - a_j)^2.$$

(3.26)

In the above form, the Jensen model is a static model, in which a change in the axial induction factor has an immediate effect on the total power. To be able to evaluate the time-efficiency of the different wind plant control algorithms described in this chapter, simplified wake travelling dynamics are added to the model. This is done by including estimated delays corresponding to the wake travelling from one turbine to the next in the Jensen model, following an approach similar to that presented in González-Longatt et al. (2012). In this approach, an estimate of the wake travel time between a turbine $i$ and its nearest downstream neighbour $d(i)$, denoted by $T_{i\rightarrow d(i)}$, is made by assuming a constant speed in between the turbines that is equal to the average of the wind speed just behind the turbine $i$ and the wind speed just in front of the downstream turbine $d(i)$:

$$T_{i\rightarrow d(i)} = \frac{x_{d(i)} - x_i}{\frac{1}{2} [V_i (1 - 2a_i) + V_{d(i)}]}.$$

(3.27)

Before a change in the incoming wind field at location $x_{V\infty}$ has its effect on a turbine $i$ in the plant, the wind has to travel from location $x_{V\infty}$ to the turbine location $x_i$, see also Figure 3.3. To incorporate this effect, the delays approximated with equation (3.27) are incorporated in the model in such a way that a change in the incoming wind field has a delayed effect on the turbines. In this model, a uniform incoming free stream wind field with a speed $V_{\infty}(t)$ is prescribed as the wind speed just in front of a wind turbine $f$, i.e.

$$x_{V\infty} = x_f,$$

where $f$ is the turbine that is standing upstream of all other turbines, i.e.:

$$f = \arg \min_{i \in F} (x_i).$$

(3.28)

For example, for the wind plant configuration of Figure 3.3, $f = 1$. The notation $\hat{R}(j)$ is used for the complete row of turbines $R(i)$ that a certain turbine $j$ is part of, i.e. $\hat{R}(j)$ is the largest set $R(i)$ for which it holds that $j \in R(i)$. Further, let $\tilde{i}(j)$ be the first member of the set $\hat{R}(j)$ (see Figure 3.3 for an example of the mapping $j \mapsto \tilde{i}(j)$), then by summing the different delays an expression for $T_{V\infty \rightarrow j}$, being the total wind travelling delay for a turbine $j$, is found:

$$T_{V\infty \rightarrow j} = \frac{x\tilde{i}(j) - x_f}{V_{\infty} (t - T_{\tilde{i}(j) \rightarrow j})} + T_{\tilde{i}(j) \rightarrow j},$$

(3.29)
with:

\[ T_{i(j)\rightarrow j} = \sum_{u \in R_{ij} : x_u < x_j} T_{u \rightarrow d(u)}. \]  

(3.30)

Substituting expression (3.29) in equation (3.6) yields:

\[ V_{\infty,j}^{\text{del}}(t) = V_{\infty} \left( t - \frac{x_{i(j)} - x_f}{V_{\infty}}(t - T_{i(j)\rightarrow j}) \right). \]

(3.31)

Moreover, for a change in control variable \( a_i \) to have an effect on the downstream turbine \( d(i) \), the wake has to travel from turbine \( i \) to turbine \( d(i) \). To incorporate this effect, a delay structure is added to the model for the wake velocity deficit, which for the MPPT method is given by:

\[ \delta V_j^{\text{del}}(k) = 2 \sum_{i \in F ; x_i < x_j} \left( \delta V_{w,i,j}^{\text{del}}(k) \cdot \frac{A_{i,j}^{ol}}{A_i} \right)^2, \]

(3.32)

with:

\[ \delta V_{w,i,j}^{\text{del}}(k) = a_i \left( k - \Delta_{i,j} \right) \left[ \frac{D_i}{D_{w,i} \cdot (x_j - x_i)} \right]^2, \]

(3.33)

where \( \Delta_{i,j} \) is the discrete delay as a consequence of the wake travelling from a turbine \( i \) to a turbine \( j \). For example, \( \Delta_{i,j} = 1 \) if \( j = d(i) \), \( \Delta_{i,j} = 2 \) if \( j = d(d(i)) \), and so on. Then at time \( t_{\text{upd}}^k + T_{s,t} \), the power of each turbine changes in response to the change in its own control variable. Hence, the power estimate is updated by:

\[ V_j \left( t_{\text{upd}}^k + T_{s,t} \right) = V_{\infty,j}^{\text{del}} \left( t_{\text{upd}}^k + T_{s,t} \right) \left[ 1 - \delta V_j^{\text{del}}(k) \right], \]

(3.34)

\[ P_j \left( t_{\text{upd}}^k + T_{s,t} \right) = \frac{1}{2} \rho A_j C_p(a_j(k)) \left[ V_j \left( t_{\text{upd}}^k + T_{s,t} \right) \right]^3. \]

(3.35)

The settling time of the turbines with respect to a change in their own control variables is assumed to be \( T_{s,i} = 5s \).

In the MPPT method, the gradients are updated simultaneously after each wake has reached the next downstream turbine, which results in the following settling time \( T_{s,d} \) used in scheduling the gradient updates:

\[ T_{s,d} = \max \left\{ T_{i \rightarrow d(i)} \right\}. \]

(3.36)

At time \( t_{\text{upd}}^k + T_{s,d} \) the wakes have travelled from one turbine to the next, and the velocity deficit in front of each turbine changes. Therefore, the wind velocities and powers are updated by:

\[ V_j \left( t_{\text{upd}}^k + T_{s,d} \right) = V_{\infty,j}^{\text{del}} \left( t_{\text{upd}}^k + T_{s,d} \right) \left[ 1 - \delta V_j^{\text{del}}(k + 1) \right], \]

(3.37)

\[ P_j \left( t_{\text{upd}}^k + T_{s,d} \right) = \frac{1}{2} \rho A_j C_p(a_j(k)) \left[ V_j \left( t_{\text{upd}}^k + T_{s,d} \right) \right]^3. \]

(3.38)
Then in the MPPT method, after the wake has travelled to the next turbine, the control variables are updated, hence:

\[ t_{\text{upd}}^{k+1} = t_{\text{upd}}^k + T_{s,d}. \] (3.39)

The wake travelling modelling results in the fact that after each control update in the MPPT optimization, initially the total power will decrease as a consequence of the fact that some turbines will decrease their own power extraction, but when the wakes of those turbines travel to the next row of turbines, the total power will increase as a consequence of the reduced velocity deficits in the wakes.

In the model used to evaluate the GT method, a similar behaviour is incorporated, but part of the delay structure is omitted because in the GT method the wake will have travelled through the full wind plant before a control update takes place. Under the same assumptions as used above to estimate \( T_{s,d} \), an estimate of \( T_{s,p} \) is obtained, which denotes the largest time it takes for a change in a control variable \( a_i \) of a turbine \( i \in G \) to have its effect on the power of all of its downstream turbines, by summing each of the turbine-to-turbine wake travel times. This time interval \( T_{s,p} \) is used to schedule the control updates in the GT method. To find an expression for \( T_{s,p} \), the notation \( R(i) \) is used for a set that includes the index of a turbine \( i \in G \) and the indices of the full row of turbines in the set \( G \) that are affected by that turbine \( i \), i.e., \( R(i) = \{ i, d(i), d(d(i)), \ldots \} \) (see Figure 3.3 for an example of the mapping \( i \mapsto R(i) \)). Using this notation, the approximation is given by:

\[ T_{s,p} \approx \max_{i \in G} \left( \sum_{j \in R(i)} T_{j \rightarrow d(j)} \right). \] (3.40)

The estimates for the delays in the model are fairly rough, but since the underlying assumptions are similar for the estimation of \( T_{s,s} \) and \( T_{s,p} \), these estimates can be used to make a relative comparison of the time-efficiency of each optimization method.

### 3.5. Simulation Examples

This section presents the results of simulation experiments that compare the performance of the different wind plant control methods presented in this chapter in terms of the time-efficiency of the power optimization, the power production increases that can be achieved, and the adaptability of each method to varying wind conditions.

In the simulation examples, the MPPT approaches presented in 3.2 are compared to the Game-Theoretic (GT) approach described in Section 3.3, which is a global optimization approach for maximizing the total power production of the wind plant. It is shown that as a consequence of the simplifying assumptions that are taken in the MPPT optimization scheme (in which the effect on nearest neighbouring turbines is taken into account only), the power production increases that can be obtained with the MPPT approaches may be somewhat smaller than those that can be obtained with the GT approach, although the differences are small. The distributed gradient-based optimization approach of the MPPT wind plant control method yields a large improvement of the
3.5. Simulation Examples

3.5.1. Comparative Simulation Study of the Wind Plant Control Approaches for a Constant Incoming Wind Speed

In the first simulation example, a uniform wind field with a direction of $25^\circ$ is assumed, with a constant, below-rated speed of $V_\infty = 8\text{ms}^{-1}$. The parameters determining the iteration step-size of each of the methods are tuned to yield fast convergence towards the optimum. With the turbine powers $P_i$ expressed in the megawatt unit, this resulted in setting $K = 7.7$ for the GA-MPPT approach, $K = 5.12$ for the QN-MPPT approach, and $K = 0.06$ and $E = 0.1$ for the GT approach. In both MPPT methods, the size of the initial step on the control settings is set to $(\Delta a)_{\text{init}} = 0.01$.

The simulation results are given in Figure 3.6a. After the control updates take place, first a drop in total power production is observed, since the production of the upstream turbines decreases, and then after the wake has travelled to the downstream turbines, an increase of the total power is achieved. The results show that each of the control methods will iteratively improve the total electrical power production. The GA-MPPT approaches converge to a slightly lower total power than the GT and the QN-MPPT approach. This is because the GT is guaranteed to converge to a global optimum of the wind plant total power, and the QN-MPPT approach also finds this optimum in this case, but the GA-MPPT converges to a local optimum that is close to this global optimum. The MPPT approaches increase power much quicker than the GT approach. This is because the MPPT methods use gradient information to converge to the local optimum in a faster way. Also, it is because the distributed optimization approach of the MPPT methods...
3. Axial-induction-based electrical power production optimization control for wind plants

(a) Locations of the wind turbines (with rotor diameter $D = 80m$)

(b) Wind plant electrical power production for different wind directions, with $V_\infty = 8\text{ms}^{-1}$ without optimization, as predicted by the model presented in Section 3.4.

(c) Total annual wind plant electrical energy produced in below-rated wind conditions for different wind directions, without optimization, as predicted by the model presented in Section 3.4, using the wind data of the NoordZeeWind met mast (Noordzee-Wind B.V., 2013).

Figure 3.5: Properties of the Princess Amalia Wind Park offshore wind plant.
consider the wake effect on the nearest neighbouring turbines only, which makes that the MPPT algorithms is able to update the control settings more frequently, since the turbine-to-turbine settling time \( T_{s,d} \) is much shorter than the total wind plant settling time \( T_{s,p} \).

### 3.5.2. Evaluation of the Power Gain of the Wind Plant Control Approaches for Different Wind Directions

In the second case study, it is evaluated how the power increase that is achieved with the MPPT and GT control methods changes with the direction of the incoming wind. The simulation experiment of Section 3.5.1 is repeated for the \( 0^\circ, 5^\circ, 10^\circ, \ldots, 355^\circ \) wind directions. In each simulation the incoming wind speed is kept constant at \( V_\infty = 8 \text{ ms}^{-1} \). The power increase that is achieved after each of the control methods have converged is shown in Figure 3.7. It can be seen that the power increase that is achieved is highly dependent on the wind direction, as the spatial configuration of the turbines in the Princess Amalia Wind Park is optimized for more frequently occurring wind directions. As in the previous case study, the MPPT methods converge much faster than the GT method. This is shown in Figure 3.7e, in which the convergence times of the methods are given for each wind direction.

The optimization results for different wind directions are obtained without adjusting the parameter \( K \) for each direction (the same settings are used as in the example of Section 3.5.1). In Figure 3.7d it can be seen that while the QN-MPPT may yield a slightly higher power increase for the \( 25^\circ \) wind direction (for which the control parameters are tuned), for other wind directions the GA-MPPT yields a higher power increase. This is because the convergence properties of the QN-MPPT approach are sensitive to the tuning of the \( K \) parameter, and the QN-MPPT approach may need retuning of the step-size scaling parameter \( K \) to different wind directions to have good convergence properties, while on the other hand, the GA-MPPT is more easy to use, in the sense that it does not need adjustment of the \( K \) parameter to have good convergence properties for different wind directions. This is also illustrated in Figure 3.6b and 3.6c. In Figure 3.6b the power time-series for each of the optimization methods is shown for the wind direction \( 60^\circ \), where for each method the same tuning is used as previously for the \( 25^\circ \) wind direction. It can be seen that this results in bad convergence properties for the QN-MPPT method, as it does not come as close to the global optimum found by the GT method as the GA-MPPT method does. When the QN-MPPT method is retuned to \( K = 0.044 \), better convergence properties can be obtained, the results are show in Figure 3.6c. Also, in Figure 3.6c, the GT method is retuned such that faster convergence occurs, by setting \( E = 0.2 \) and keeping \( K = 0.06 \).

### 3.5.3. Estimation of the Annual Energy Gain of the Wind Plant Control Methods

In the wind plant model of Section 3.4, the fractional velocity deficit in the wake (i.e. the relative amount of wake recovery) is independent of the incoming wind speed. There-
Figure 3.6: Results of power optimization control with the GA-MPPT, QN-MPPT, and the GT approach in the wind plant simulation described in Section 3.5.1, where the incoming wind speed is kept constant at $V_\infty = 8\text{ms}^{-1}$. On the left, the ‘o’-markers on the total power curves correspond to the time instances at which the control updates take place. On the right, the results are shown on a larger time range to show the convergence of the GT approach, and to show the effect of the randomization in this GT method, the distribution of the results of 100 experiments is shown.
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(a) Power increase GA-MPPT  
(b) Power increase QN-MPPT  
(c) Power increase GT

(d) Comparison of power production increase for GA-MPPT, QN-MPPT and GT control for different wind directions.

(e) Convergence time (c.t.) and convergence iterations (c.i.) of GA-MPPT, QN-MPPT, GT control on the Princess Amalia Wind Park, defined respectively as the time and the iterations it takes for the total power increase to exceed 90% or 99% of the final value at 200 h of simulated time, for wind directions 0° to 180° (wind directions 185° to 355° give a similar picture).

Figure 3.7: Results of the power optimization the Princess Amalia Wind Park for different wind directions.
fore, the settings finally found by the GT and MPPT optimization algorithms yield the same power increase for different below-rated wind speeds. This can also be confirmed by rerunning the experiments of Section 3.5.2 with different below-rated incoming wind speeds (the results are omitted for brevity). By using wind measurements at a nearby location, an estimate is made of the increase of the energy annually produced in below-rated conditions that can be achieved using the different optimization methods. These wind measurements were made by the NoordzeeWind meteorological mast at a nearby location in the North Sea during the period from July 1st, 2005 to June 30th, 2006 (Brand et al., 2013). The measurements are available at NoordzeeWind B.V. (2013). The measurements consist of 10 minute averages of the wind direction and the free stream wind speeds. With the wind plant model of Section 3.4, the energy production of the Princess Amalia Wind Park is calculated for each of the wind directions, for the case in which each turbine is controlled individually, and the results are shown in Figure 3.5c. When the final power increase that is obtained with each of the control methods is added to these productions, and the results are summed over the year, a rough estimate can be made of the annual production with each of the methods. In this way it is estimated that on a yearly basis, the energy produced in below-rated wind conditions can be increased with 1.36% using the GA-MPPT method, with 1.19% using the QN-MPPT method, and with 1.42% using the GT method. Notice that in these calculations, the convergence time of each of the methods is not taken into account, and that it is thus assumed that each of the control methods is able to quickly track the changing wind conditions. Given the large convergence times of the GT method when compared to the MPPT method, it is less likely that the GT method is able to perform this tracking, and thus it is less likely that the estimated energy production increase can be achieved in practice using the GT method as described in Section 3.3 in an online implementation.

### 3.5.4. Simulation of the MPPT Approaches with a Varying Wind Speed

In the final case study, it is shown in simulation that indeed the total power can be optimized under varying wind speeds using the MPPT methods. The results, shown in Figure 3.8, are obtained by simulating the Princess Amalia Wind Park with a varying incoming wind speed signal, obtained from a part of the December 2010 wind speed measurements of the NoordzeeWind meteorological mast in the North Sea (NoordzeeWind B.V., 2013), shown in the top plot of Figure 3.8a. It should be noted that this wind speed is smoothed, as it is an interpolation of 10 minute averages of the measured wind speed. In the lower two plots in Figure 3.8a, it can be seen that a power increase of about 4% can be obtained with the MPPT techniques, using $K = 0.25$ for the QN-MPPT approach, and $K = 13$ for the GA-MPPT approach. In both MPPT approaches, the initial step size is set to $(\Delta a)_{init} = 0.01$. Notice that in this time-varying wind speed case, the algorithm is able to continue the optimization under changing wind velocity, making use of the fact that the objective function is defined as the sum of the efficiencies $\tilde{P}_i$ as defined in (3.6), rather than the sum of turbine power productions. In Figure 3.8b it is shown how this objective function is optimized within the first 20 minutes of the simulations. After this convergence period, the algorithm does not make any adjustments of control settings.
(a) Results of wind plant simulation experiments with a varying incoming wind speed. The varying incoming wind speed $V_\infty$ is shown in the top plot. In the middle plot, it is shown how the different MPPT control methods yield an increase of the produced power when compared to the case where locally optimal control is used. The relative increase in power for each time instant is shown in the bottom plot.

(b) The optimization of the objective function using the GA-MPPT and QN-MPPT methods as it takes place within the first 20 minutes of the wind plant simulation experiments with varying wind speeds as described in Section 3.5.4.

Figure 3.8: Varying wind speed simulation results
anymore, and the wind plant optimally captures power as long as the wind direction does not change.

3.6. Conclusions

In this chapter, two data-driven MPPT control algorithms for wind plants are presented that optimize the control settings of each turbine in the plant in a real-time closed-loop manner. The control algorithms achieve a power production increase of the wind plant by taking into account the interaction between the turbines through the wake effect. A speed-up of the optimization is achieved by using gradient-based optimization techniques with a distributed approach in which we take into account the effect on neighbouring turbines only. Using information on the spatial configuration of the wind plant in this way, results in a much faster convergence of the power optimization than is achieved with the existing game-theoretic method with full communication between the turbines presented in Marden et al. (2013). This is demonstrated in the first simulation example in Section 3.5.1.

As the gradient information used in the GA-MPPT and QN-MPPT is calculated from measured data, the method is adaptive to changing wind conditions such as a changing wind direction. For the optimization algorithms to be able to track time-varying wind conditions it is needed that the optimization takes place in a time-efficient manner. Therefore, the gradient-based distributed MPPT approaches may be a more likely candidate for practical application than the GT approach.

It is shown in the second simulation example in Section 3.5.2, that the GA-MPPT method is more robust to changing wind conditions than the QN-MPPT approach, as the latter optimization method may need an adjustment of the iteration step-sizes to adapt to changing wind conditions.

The final simulation example in Section 3.5.4 showed that by letting the control algorithm optimize the energy conversion efficiency of the wind plant rather than the total power, the optimization scheme is made adaptive to time-varying incoming wind speeds. To define this efficiency, the algorithm needs an estimate of the effective incoming wind speed, and an estimate of the delays related to the wind field travelling from one turbine to the next. In the simulation experiments with the Jensen model, these wind speeds and delays are assumed to be exactly known. Future research aims at applying the MPPT wind plant methods on a more advanced simulation model that describes the wake and turbine dynamics in more detail, such as the SOWFA model presented in Churchfield et al. (2012b); Fleming et al. (2013b). To be able to do this, measuring (Mikkelsen et al., 2013) or filtering techniques (Østergaard et al., 2007; Knudsen et al., 2011) are to be applied that produce estimates of the speed of the incoming wind field, and models are to be developed that give estimates of the wake traveling delays (a more advanced delay model than used in this work, is presented in Chapter 5). Also, filtering techniques are to be applied within the optimization gradient-based frame to deal with the effect of small-scale turbulence on power production, which may form a problem in determining the gradients.
The potential to increase wind plant power production with axial-induction-based control is sensitive to the wind direction, as is shown in Figure 3.7 and was also pointed out in Knudsen et al. (2014). Therefore, evaluating the methods in realistic wind scenarios with changing wind conditions, will be informative to further evaluate the potential of the control techniques. Moreover, the (more recent) SOWFA simulation results in Chapter 2 and Annoni et al. (2014a) show that axial-induction-based control may only have a potential in particular inflow conditions, and finding these this range of conditions is ongoing research. The results of aforementioned recommended research, can also impact the predictions on annual wind plant yield increase as a result of axial-induction-based, as presented in Section 3.5.2, and thus we have to remain critical towards these results.

Since the publication of this work, further research has been performed towards direct data-driven axial-induction-based wind plant control methodologies that take into account the wake propagation delays: Ahmad et al. (2014), that uses the wake delay model as presented in this Chapter and shows a faster convergence with a simultaneous perturbation stochastic approximation method than the MPPT methods, and the extremum-seeking control method in Yang et al. (2013b). This shows that there are alternative ways of performing the data-driven optimization, but in each case the time-efficiency has to be taken into account. In future work, the optimization methodologies can be extended to above-rated wind conditions by including constraints in the optimization problem that give upper bounds on the power production of each turbine in the wind plant. Also, the optimization methodology may be used to perform balancing of the loads on each turbine, using an approach similar to the one presented in Soleimanzadeh et al. (2012), in which the objective function is extended with static turbine load measures.
This chapter presents a wind plant control strategy that optimizes the yaw settings of wind turbines for improved electrical energy production of the whole wind plant by taking into account wake effects. The optimization controller is based on a novel internal parametric model for wake effects, called the FLOW Redirection and Induction in Steady-state (FLORIS) model. The FLORIS model predicts the steady-state wake locations and the effective flow velocities at each turbine, and the resulting turbine electrical energy productions, as a function of the axial induction and the yaw angle of the different rotors. The FLORIS model has a limited number of parameters that are estimated based on turbine electrical power production data. In high-fidelity computational fluid dynamics simulations of a small wind plant, we demonstrate that the optimization control based on the FLORIS model increases the electrical energy production of the wind plant, with a reduction of loads on the turbines as a second effect.

4.1. INTRODUCTION

Each wind turbine in a cluster of wind turbines (a wind power plant) can influence the performance of other turbines through the wake that forms downstream of its rotor. The wake is a flow structure that is characterized by a reduced wind speed, since the turbine extracts kinetic energy from the incoming flow, and increased turbulence. If another turbine is standing in the path of a wake at a location where the flow has not yet fully recovered to free stream conditions, the reduced wind speed results in a lower electrical power production.
energy production of that turbine. Further, the increased turbulence and shear in the wake may induce an increase in dynamic loads on the downstream turbine. These wake interaction effects have been studied extensively, see Vermeer et al. (2003); Crespo et al. (1999); Sanderse et al. (2011) for reviews of the literature. The topology and amount of the wake interaction depends on time-varying atmospheric conditions (e.g., wind direction, wind speed, turbulence, and atmospheric stability), and on the operating point of each turbine that can be adjusted by changing their control settings (generator torque, pitch angles of the blades Ainslie (1988), or yaw angle Dahlberg et al. (2003); Wagenaar et al. (2012); Jiménez et al. (2010)).

In current industrial practice, wind turbines in wind plants are still controlled to maximize their own individual performance, ignoring the effect that the turbines have on other turbines through their wakes Johnson et al. (2009). Recently, the wake interaction effects have become a more significant field of study in the research on wind turbine control algorithms, as wind plants have grown in size, and more knowledge has become available on the loss of efficiency due to the wake interaction effect. The study in Barthelmie et al. (2009), for example, reports an energy production loss in an offshore wind plant due to the wake effects, of 12%, averaged over different wind directions.

Previous work on wind plant control has mainly focused on reducing wake interaction by adjusting the axial induction of turbines to improve the overall wind plant performance, which can be achieved by adjusting pitch and torque. This concept was first proposed in the late 1980’s in Steinbuch et al. (1988). Static model-based optimization strategies, based on simplified parametric wake models are tested in Johnson et al. (2009); Bitar et al. (2013); Heer et al. (2014) (based on the Jensen wake model, Jensen (1984); Katić et al. (1986)) and in Gonzalez et al. (2013) (based on the Frandsen wake model, Frandsen et al. (2006)). In Schepers et al. (2007) a similar static optimization is performed based on a computational fluid dynamics (CFD) model. Axial-induction-based wind plant control strategies that adjust the control settings to changing inflow conditions were developed in Marden et al. (2013) and Gebrad et al. (2014b) (using model-free data-driven approaches), and in Soleimanzadeh et al. (2012, 2011, 2013) (using a model-based control approach using simplified CFD models).

The goal of the work presented here, is to optimize the yaw angles of the wind turbines for increased total electrical power production of the wind plant. By changing the yaw angle of a turbine, not only the axial induction of the rotor, but also the flow direction of the wake is changed. By controlling the deflection of the wake through yawing, the wake can be directed away from downstream turbines. This approach was shown to have great potential in CFD simulations in Jiménez et al. (2010); Fleming et al. (2014d,b). The concept was also tested in wind tunnel experiments with scaled turbines Dahlberg et al. (2003) and on a small wind plant in Wagenaar et al. (2012). In these tests it was confirmed that the wake can be redirected using yaw, but since only a limited amount of data could be gathered, no quantitative analysis could be made. Further, an interesting work in this context is Kragh et al. (2013a), where it is shown that misaligning the rotor yaw of a turbine with the wind direction can be used for reduction of the loads on that turbine.
The response of the complete wind plant system with respect to control setting changes is slow, because of large delays that are associated with the flow in the wake traveling from one turbine to the next González-Longatt et al. (2012); Choi et al. (2013). This is a disadvantage for model-free global optimization approaches such as the one proposed in Marden et al. (2013): the long time it would take a global optimization to iteratively test control settings on the real system and converge, forms a problem if the controller has to adapt to time-varying conditions such as wind direction and inflow velocity. In Gebraad et al. (2014b) the problem of having large delays in the system is addressed, and an alternative gradient-based ‘localized’ approach for model-free optimization is proposed to improve the time-efficiency of the wind plant control. The ‘localized’ optimization algorithm only takes into account the effect of control settings changes on the nearest downstream neighbouring wind turbines. This approach was used in Gebraad et al. (2014b) for pitch- and torque-based wind plant control, but it is less suited for yaw control if the goal is to not only deflect the wake away from the nearest downstream turbine, but also to avoid the wake hitting turbines further downstream. Therefore in this work, we propose a model-based control scheme, in which an optimization algorithm can test a large number of possible control settings on the model, in order to iteratively find the optimal settings based on the model predictions, before applying them to the real system.

The supervisory wind plant control scheme proposed in this chapter increases the total electrical energy production of the wind plant by model-based optimization of the yaw control settings. An overview of the proposed control scheme is shown in Figure 4.1. An important part of the work presented in this chapter, is the development of the ‘internal model’ for the wind plant controller, that predicts the wake effects in the wind plant.\(^1\) High-fidelity CFD-based models, based on a coupling of detailed turbine dynamics models with accurate wind flow models, such as the ones presented in Yang et al. (2013a); Larsen et al. (2007); Churchfield et al. (2012b); Schepers et al. (2007), have an important role in wind plant controls development, as they allow the algorithms to be tested in a controlled environment. However, because of their computational complexity, accurate CFD-based models are less suited to be used as internal models for real-time controllers. The simplified parametric Jensen and Frandsen models, that were used in axial-induction-based wind plant control strategies mentioned before Johnson et al. (2009); Bitar et al. (2013); Gonzalez et al. (2013), do not include the ability to predict the effect of yaw control on wake redirection. Therefore, we have developed a novel control-oriented model that is able to predict the steady-state effects of yaw control on the wakes, and the resulting effects on the turbine electrical power productions. The model has parameters that can be identified by fitting the predictions of the model to turbine power measurements, an approach that can be referred to as ‘gray-box’ system identification. Also, the model uses measurements from the wind plant to estimate relevant properties of the inflow into the wind plant. The combination of the model identification and the model-based optimization steps in the control scheme, is illustrated in the overview in Figure 4.1. The fact that we use measurements to identify the model parameters and the inflow conditions, motivates why later on we refer to the control scheme as ‘data-driven’. Further, the model has a relatively simple structure allowing for quick computation, such

---
\(^1\)A preliminary version of this work appeared in Gebraad et al. (2014c).
that it is suited for real-time control based on model-based optimization of the control settings.

Since we do not have access to a real-world wind plant to perform yaw control experiments with, in this work, a high-fidelity CFD wind plant model is used to generate the data needed to develop, and identify the parameters of the simplified parametric model. Then the model is implemented in a wind plant control scheme that performs model-based optimization of the yaw settings of each turbine using a game-theoretic approach. Finally this model-based optimization control strategy is tested in the high-fidelity wind plant simulation, in which the effects on power production and loads are calculated. Hence, the high-fidelity simulation is used to provide a proof of concept for the data-driven optimization control scheme based on the simplified parametric model. Previous work on yaw optimization for wind plants, Park et al. (2013), did not include validation of the optimized settings using high-fidelity numerical simulations.

The remainder of this chapter is organized as follows. The simulation experiments performed in the high-fidelity CFD simulator to obtain identification data for the parametric model are described in section 4.2. The simplified parametric model is presented in section 4.3. In section 4.4, the game-theoretic approach to calculate optimal yaw control settings based on the simplified model is explained. In section 4.5, simulation studies are presented to validate the data-driven model-based optimization approach in the high-fidelity CFD wind plant simulation. Finally, in Section 4.6 the conclusions are presented.

![Figure 4.1: Overview of the data-driven model-based wind plant control optimization approach (wind plant photo courtesy: Vattenfall, C. Steiness).]
4.2. CHARACTERIZING WAKE EFFECTS THROUGH SIMULATIONS IN SOWFA, A HIGH-FIDELITY CFD WIND PLANT SIMULATOR

In this section, we describe the simulations we performed in a CFD simulator to obtain identification data for the parametric model. We use the Simulator for Onshore/Offshore Wind Farm Applications (SOWFA), which is a Large-Eddy Simulation (LES) of the 3-dimensional wind flow around one or more turbine rotors in the atmospheric boundary layer. The rotating rotor blades are modeled through an actuator line approach Sanderse et al. (2011). The actuator lines are coupled with the FAST turbine aerodynamics simulator tool Jonkman et al. (2005) that calculates the loads, power, and rotor speed of each turbine, in addition to the forces that each turbine blade exerts on the flow. Each turbine in the simulation can be controlled using an individual control algorithm implemented in FAST, but also through a supervisory or distributed plant-wide controller. More details on the CFD calculations in SOWFA can be found in Churchfield et al. (2012b), and in Fleming et al. (2013b,a) more explanations on controls implementation in SOWFA are provided. Further, Churchfield et al. (2012a) presents a validation of SOWFA with time-averaged turbine powers measured at the Lillgrund wind plant.

In Fleming et al. (2014d,b), SOWFA simulation results were presented which show:

- how effective the yaw techniques are at wake redirection,
- the effect of yaw wake redirection techniques on the electrical energy production and loads of downstream turbines that are standing in the wake of the yawing turbine,
- the effect of repositioning a turbine such that the overlap with a wake of an upstream turbine is reduced, on electrical energy production and loads on that turbine.

More in particular, in Fleming et al. (2014b), the results of SOWFA simulations of a setup of two NREL 5-MW baseline turbines Jonkman et al. (2009). These turbines have a rotor diameter $D = 126.4$ m. In this setup the turbines are aligned in the wind direction with a downwind spacing of 7 rotor diameters ($7D$). The turbines are placed in a domain that is 3 km (horizontal length) by 3 km (horizontal width) by 1 km (height). The turbulent inflow into the domain has a mean hub-height free-stream wind speed $U_\infty$ of 8 m/s and a turbulence intensity of 6%. This turbulent inflow is generated by a precursor simulation of the neutral boundary layer in the same domain, with an aerodynamic surface roughness that has a low value of 0.001 m, which is typical for offshore conditions.

The data of the following two series of simulations performed in Fleming et al. (2014b) are used in this chapter (see Figure 4.2a):

- in SOWFA Simulation Series 1, the upstream turbine (turbine 1) is yawed to redirect its wake away from the downwind turbine (turbine 2), resulting in an electrical power production decrease on turbine 1 caused by a loss of rotor efficiency, but
an electrical power production increase of turbine 2 caused by an increase of the velocity of the inflow into turbine 2,

• in SOWFA Simulation Series 2, turbine 2 is moved in the cross-wind direction to reduce the overlap of its rotor with the wake of turbine 1, also causing an increase in the electrical power production of turbine 2.

For each yaw setting and position, a 600 second simulation was run. The wakes were allowed to develop during the first 200 seconds of the simulation, and then 400 seconds of simulated data was collected. By averaging of the power signals of the turbines over these 400 seconds, the results presented in Figure 4.2b were generated. In each case, the turbines use the baseline pitch and torque controllers defined in Jonkman et al. (2009). For the simulated flow conditions, both the upstream and the downstream turbine operate in a below-rated operating region (region 2) and thus use constant pitch, variable torque control to maximize power production Jonkman et al. (2009); Burton et al. (2002a). For most cases, the downwind turbine produces less electrical energy than the upwind one since it is subjected to the low speed wake of the upwind turbine.

SOWFA high-fidelity CFD simulations are typically run for a few days on a cluster with a few hundred processors Fleming et al. (2014d,b). Due to the complexity and computational costs of the SOWFA model, it is not suitable as an internal model for a wind plant controller. However, the data generated by SOWFA can be used to develop simplified models that can be directly used by the controller. In Section 4.3, we describe how the power data from SOWFA Simulation Series 1 and 2 are used to identify such a simplified control-oriented model. In Section 4.5, SOWFA is used to evaluate the control techniques based on the simplified internal model in high-fidelity simulations.

4.3. DATA-DRIVEN PARAMETRIC WIND PLANT MODEL: FLORIS

In this section, we explain the structure of a parametric model predicting the steady-state effects of yaw misalignment of different turbines on the electrical energy productions of wind turbines in a wind plant. It captures the effects of the yaw control on both the redirection of the wake behind the turbine, and on the velocity in the wake. This is important for predicting the electrical energy productions on downstream turbines, as is also pointed out in Choi et al. (2013). Since it includes both effects, for the remainder of the chapter we refer to the model as the FLORIS (FLOW Redirection and Induction in Steady-state) model.

The FLORIS model is a combination of the Jensen model Jensen (1984); Katić et al. (1986), and a model for wake deflection through yaw first presented in Jiménez et al. (2010). Further, augmentations were made to the Jensen model in order to better model situations with partial wake overlap, and to the wake deflection model in order to include wake position offsets caused by rotor rotational effects. These augmentations also make that we can better fit the model with the power measurements obtained in SOWFA Simulation Series 1 and 2.

Figure 4.3 gives an overview of the different parts of the model, and of how it inter-
4.3. Data-driven parametric wind plant model: FLORIS

SOWFA Simulation Series 1: yaw angle $\gamma_1$ is varied

SOWFA Simulation Series 2: position $Y$ is varied

(a) Experimental setups

(b) Time-averaged power data

Figure 4.2: Setup and results for the SOWFA Simulation Series 1 and 2, as described in Section 4.2. The power data was used to find the parameters of the FLORIS model, see Section 4.3.
acts with the yaw optimization algorithm of the wind plant controller. It also shows that measured power and yaw setting of turbines, as well as wind direction measurements at each turbine, are fed into the model. The measurements are used to estimate certain atmospheric conditions, being the current direction and free-stream velocity of the inflow into the wind plant. These yaw measurements should be distinguished from the try-out yaw settings that the optimization algorithm feeds into the model, and the corresponding predicted turbine power outputs, that the model generates on the basis of those try-out yaw settings and the estimated inflow properties, and feeds back to the optimization algorithm.

In this section the different parts of the FLORIS model are presented. First, in Section 4.3.1 it will be explained how the electrical power productions of the turbines are calculated (the turbine power model in Figure 4.3). To calculate these powers, estimates of the effective inflow speeds are used. These inflow speed estimates follow from the wake model. In the wake model we use a specific down-/crosswind coordinate frame. Figure 4.3 shows that the turbine coordinates are transformed to these coordinates using measured wind directions at the turbines. This step is further explained in Section 4.3.2. Submodels for different wake properties are the wake decay, deflection and expansion models, also shown in Figure 4.3. These submodels are explained in Sections 4.3.3 to 4.3.5. Finally, 4.3 shows that there is the wake combination submodel, that defines how the wake effects of the different turbines are combined in order to find the effective inflow speeds at each turbine. This submodel is explained in Section 4.3.6. As we explain the model, different coefficients are introduced that serve as model parameters that are to be tuned to measurements from a wind plant. In this work, we use the power measurements from SOWFA to find the FLORIS model parameters, as discussed in Section 4.3.7.

### 4.3.1. Turbine Power

Let $\mathcal{F} = \{1, 2, \cdots, N\}$ denote a set of indices that number the wind turbines in a wind plant, with $N$ denoting the total number of turbines in the plant. When the effective wind speed at a turbine $i \in \mathcal{F}$, denoted as $U_i$, is known, the steady-state electrical power of each turbine is calculated as Bianchi et al. (2007):

$$P_i = \frac{1}{2} \rho A_i C_P (a_i, \gamma_i) U_i^3 \forall i \in \mathcal{F} \tag{4.1}$$

where $\rho$ is the air density, $A_i$ is the rotor swept area, and $C_P$ is the power coefficient of the turbine. In non-yawed idealized conditions, the power coefficient is related to the axial induction factor of each turbine, defined as $a_i = 1 - \frac{U_{i,D}}{U_i}$ with $U_{i,D}$ being the wind speed at the rotor, and $U_i$ the free stream wind speed in front of turbine $i$, as $C_P(a_i) = 4a_i [1 - a_i]^2$, Bianchi et al. (2007). In the model presented here, a correction is applied on this relationship to account for the effect of the yaw misalignment angle $\gamma_i$ on the rotor power coefficient, following the example of the experimental studies in Medici (2005). Further, a constant scaling of the $C_P$ value, $\eta = 0.768$, is used to account for other losses and match the maximum $C_P = 0.482$ and 94.4% generator efficiency reported in Jonkman et al. (2009) for the NREL 5-MW (the turbine used in SOWFA
4.3. DATA-DRIVEN PARAMETRIC WIND PLANT MODEL: FLORIS

The FLORIS model is implemented in the wind plant controller. Figure 4.1 shows the same basic control scheme, but in this figure the different submodels of the FLORIS simplified wind plant model are shown, and the identification block is omitted. The FLORIS model uses some measurements from the wind plant (shown below) to estimate the inflow properties (speed and direction). The GT optimization algorithm (right-top) uses the FLORIS model to test yaw settings for these particular inflow conditions, and finally sends optimized yaw settings as reference signals to the wind plant. In the scheme shown here, the shorthand notation \( \{ \theta_i \} \) is used for the set \( \{ \theta_i | i \in \mathcal{F} \} \), where \( \theta_i \) is a certain property of a wind turbine \( i \) in the wind plant.
Simulation Series 1 and 2). This results in:

\[ C_P(a_i, \gamma_i) = 4a_i[1 - a_i]^2 \eta \cos(\gamma_i)^{p_P}. \]  

(4.2)

While Medici (2005) found a parameter value \( p_P = 2 \) to fit data from wind tunnel tests, the parameters settings listed in Table 4.1 are found to fit the yaw-power plot of the upstream turbine (turbine 1) in SOWFA Simulation Series 1, see Figure 4.2b, assuming an idealized axial induction of \( a_i = 1/3 \). Notice that the axial induction and \( C_P \) relationships above hold for below-rated conditions. The model can be extended in a straightforward manner to be valid in the full operating range by providing the appropriate corrections on \( a_i \) and \( C_P \) as a function of inflow speed \( U_i \), or pitch and tip-speed ratio.

In the remainder of this section, it will be described how the effective inflow speeds \( U_i \) at each turbine are estimated by the model, by predicting the steady-state wake characteristics as a function of the yaw angles.

![Figure 4.4: The three different wake zones of the FLORIS parametric model. The free-stream wind vectors are indicated as arrows with length \( U_i \) (the free-stream velocity). Inside the wake zones the wind vectors have a reduced velocity (see Section 4.3.5). The areas overlapping with a downstream rotor \( j \), \( A_{ol} i,j,q \) are used to calculate the effective wind speed at turbine \( j \), see (4.21),(4.23).](image)

4.3.2. INFLOW DIRECTION AND THE DOWNWIND-CROSSWIND COORDINATE FRAME

In order to describe the spatial properties of the wakes behind the turbines, we are adopting a Cartesian coordinate framework \((x, y)\) in which the \( x \)-axis is pointing downwind along an estimated mean inflow direction in the wind plant, and the \( y \)-axis is pointing orthogonal to the \( x \)-axis in the horizontal direction, i.e., along the cross-wind direction (as illustrated in Figure 4.4). Then naturally the \( z \)-axis represents the altitude. In this work, we assume that each turbine has the same hub-height, and the turbine locations in this downwind-crosswind coordinate frame are denoted as \((X_i, Y_i) \forall i \in \mathcal{F}\).

The mean inflow direction, denoted by \( \Phi \), can be estimated in several ways. In the model as used in the CFD simulation examples in Section 4.5, it is found using wind direction measurements at the most upwind turbine. However, to determine which is
the front turbine, we need some initial guess of the free-stream wind direction, therefore we use the iterative procedure described below. The steps of this procedure are also illustrated in the left-most block in the FLORIS model scheme in Figure 4.3. The steps are as follows:

1. We average the flow direction measurements at the hub of each turbine $i \in \mathcal{F}$, denoted as $\phi_{i}^{\text{measured}}$, to provide a first estimate of the inflow direction:

$$\Phi = \frac{1}{N} \sum_{i=1}^{N} \phi_{i}^{\text{measured}}. \quad (4.3)$$

2. Then, the turbine positions in downwind/crosswind coordinates are calculated according to the estimated wind direction. If $\{\bar{X}_i, \bar{Y}_i\}$ are the turbine coordinates relative to the same Cartesian coordinates $(\bar{x}, \bar{y})$ to which the wind direction $\Phi$ is measured (see also Figure 4.4), the downwind-crosswind turbine coordinates are:

$$\begin{bmatrix} X_i \\ Y_i \end{bmatrix} = \begin{bmatrix} \cos(-\Phi) & -\sin(-\Phi) \\ \sin(-\Phi) & \cos(-\Phi) \end{bmatrix} \begin{bmatrix} \bar{X}_i \\ \bar{Y}_i \end{bmatrix}. \quad (4.4)$$

3. Then, it is established which turbine is the front (most upwind) turbine, and it is assumed that the mean inflow direction is equal to the wind direction measured at that turbine (i.e., we assume a uniform direction of the free-stream inflow to the wind plant):

$$f = \arg\min_{i \in \mathcal{F}} X_i \quad (4.5)$$

$$\Phi = \phi_{f}^{\text{measured}}. \quad (4.6)$$

4. We repeat step (2) and (3), until convergence (i.e., no change in estimated wind direction $\Phi$).

The wind direction estimation iterative procedure will generally converge to a wind direction measured at a certain turbine within 2 or 3 iterations, in our simulation examples. Note that in our implementation of the model as illustrated in Figure 4.3, the wind direction measurements at the hub of the turbines, defined relative to the mesh coordinates, are low-pass filtered, in order to filter out turbulence effects.

### 4.3.3. Wake Deflection

Yawning a turbine rotor causes the thrust force that the rotor exerts on the flow, $F_D$, to rotate in such a way that a cross-wind component is induced Jiménez et al. (2010), which causes the wind flow to deflect in the direction opposite to the yaw rotation, see Figure 4.4a. Since the wake deflection is induced by the thrust force, the amount of deflection is a function of the thrust coefficient of the turbine $C_T = 2F_D/(\rho A_i U_i^2)$. When

\[\text{In the CFD simulation examples, the wind direction at the turbine hubs is estimated by sampling the horizontal velocity components } (\bar{u}_i, \bar{v}_i) \text{ at the hub location of each turbine } i \in \mathcal{F} \text{ from the flow field calculated by the CFD simulator, and calculating the direction in the horizontal plane as } \phi_i = \tan^{-1}\left(\frac{\bar{v}_i}{\bar{u}_i}\right).\]
the yaw is not misaligned with respect to the wind direction (i.e., \( \gamma_i = 0 \)), the thrust coefficient is related to the axial induction factor \( a_i \) of the rotor of a turbine \( i \), as follows Bianchi et al. (2007):

\[
C_T(a_i) = 4a_i[1 - a_i].
\]

(4.7)

The following heuristic relationship between the yaw angle of a turbine \( i \) and the angle of the centerline of its wake \( \xi_i \), at a downstream location \( x > X_i \), was derived in Jiménez et al. (2010):

\[
\xi_i(x) \approx \frac{\tilde{C}_T(a_i, \gamma_i)}{\left[ 1 + 2k_d \frac{x - X_i}{D_i} \right]^2}.
\]

(4.8)

with \( D_i \) the rotor diameter of turbine \( i \), \( k_d \) a model parameter that defines the sensitivity of the wake deflection to yaw, and:

\[
\tilde{C}_T(a_i, \gamma_i) = \frac{1}{2} \cos^2(\gamma_i) \sin(\gamma_i) C_T(a_i).
\]

(4.9)

The above relation between yaw and wake skew is elegant in the sense that it only has one unknown parameter, \( k_d \), to be tuned. By integrating the tangent of the wake centerline angle over \( x \), the yaw-induced lateral offset of the wake center w.r.t the hub of a turbine \( i \), denoted as \( \delta y_{w,yaw,i} \), can be found:

\[
\delta y_{w,yaw,i}(x) = \int_0^{x - X_i} \tan(\xi_i(x)) \, dx.
\]

(4.10)

This integral can be approximated by integrating the second-order Taylor series approximation of \( \xi(x) \), yielding:

\[
\delta y_{w,yaw,i}(x) \approx \frac{\tilde{C}_T(a_i, \gamma_i)}{15 \left[ \frac{2k_d}{D_i} \frac{x - X_i}{D_i} + 1 \right]^4 + \tilde{C}_T(a_i, \gamma_i)^2} - \frac{\tilde{C}_T(a_i, \gamma_i) D_i \left[ 15 + \tilde{C}_T(a_i, \gamma_i)^2 \right]}{30k_d^4 \left[ \frac{2k_d}{D_i} \frac{x - X_i}{D_i} + 1 \right]^5}.
\]

(4.11)

Further, in the simulations described in Fleming et al. (2014d), it was found that a small lateral wake deflection occurs when the turbine is not yawed (i.e., \( \gamma_i = 0 \)). This deflection can be explained by vertical shear in the boundary layer and wake rotation: in reaction to the rotor rotating clockwise, the wake will rotate counterclockwise, and therefore low speed flow in the lower part of the boundary layer will be rotated up and to the right, and high speed flow in the upper part of the boundary layer will be rotated down and to the left. As a result the velocity deficit at the right part of the wake (looking downstream) increases, so the wake deflects to the right. Since in SOWFA Simulation Series 1 and 2 the wake behavior was tested for a single mean wind velocity with a limited velocity variance due to turbulence, the exact dependence of the wake deflection on the rotor speed could not be derived from the power data obtained. Therefore, this rotation induced wake lateral offset is parameterized through a simple linear function of the downstream distance front the rotor:

\[
\delta y_{w,rotation,i}(x) = a_d + b_d [x - X_i].
\]

(4.12)
Combining the rotation induced and yaw induced components, the position of the wake center of a turbine \( i \) at a downstream location \( x > X_i \) is given by:

\[
y_{w,i}(x) = Y_i + \delta y_{w,\text{rotation},i}(x) + \delta y_{w,yaw,i}(x).
\] (4.13)

### 4.3.4. **Wake Expansion**

The Jensen model Jensen (1984); Katić et al. (1986) assumes a wake that is expanding proportionally to the axial downstream distance from the rotor, and a wind velocity in the wake that is uniform in the lateral direction. In reality, the velocity will be closer to the free-stream velocity towards the edges of the wake, due to mixing Sanderse et al. (2011). Therefore, we expand the Jensen model in order to better model partial wake situations, by dividing the wake in three zones that also expand proportionally with the distance from the rotor, but each with their own expansion factor (see Figure 4.4a). The diameters of the wake zones behind a turbine \( i \) are given by:

\[
D_{w,i,q}(x) = \max \{D_i + 2k_em_{e,q}|x - X_i|, 0\}
\] (4.14)

for \( x > X_i \), and index \( q = 1, 2, 3 \) numbering the different zones, \( D_i \) being the rotor diameter of turbine \( i \), and with parameters \( m_{e,q}, k_e \) being coefficients defining the expansion of the zones. The different wake zones can be referred to as the ‘near wake’ \( (q = 1) \), ‘far wake’ \( (q = 2) \), and ‘mixing zone’ \( (q = 3) \), in accordance with the terms that are commonly used in literature to describe wake characteristics Vermeer et al. (2003); Crespo et al. (1999); Sanderse et al. (2011). The scaling parameter for the expansion of the near wake, \( m_{e,1} \), is typically set to a negative value, which prescribes that the cross-section of the near wake zone is decreasing to zero with the distance to the rotor. The extension to different wake zones makes that we can better match the data from SOWFA Simulation Series 1 and 2, as is shown in Section 4.3.7.

### 4.3.5. **Wind Velocity in a Single Wake**

By definition, the axial induction is the relative amount of velocity drop at the rotor with respect to the inflow velocity. From actuator disk theory, it follows that the relative rotor-induced drop of the velocity behind the rotor is two times the axial induction factor Bianchi et al. (2007). In the wake behind the rotor, the velocity will gradually recover to the free-stream velocity by turbulence-induced mixing. The Jensen model assumes that the time-averaged velocity deficit in the far wake decays quadratically with the expansion of the wake. In Annoni et al. (2014b) it is shown that the parameters of the Jensen model can be tuned to obtain a good fit of the time-averaged velocity profile in the far wake as predicted by the SOWFA model for non-yawed conditions. An extension made in the FLORIS model, in order to better fit the power data from SOWFA Simulation Series 1 and 2, is that the wake is divided into three zones, as described in the previous section, and that the velocity deficit decays quadratically with the distance from the rotor, rather than being directly related to the wake expansion. Hence, the velocity profile behind a turbine \( i \) is modeled as:

\[
U_{w,i}(x,y) = U_i \left[1 - 2a_ic_i(x,y)\right]
\] (4.15)
for $x > X_i$, with $U_i$ again denoting the free-stream speed in front of the turbine, and with the wake decay coefficient $c_i(x, y)$ being a piecewise constant function of the lateral offset of the location $y$ with respect to the wake center of turbine $i$:

$$c_i(x, y) = \begin{cases} 
  c_{i,1} & \text{if } |r| \leq D_{w,i,1}(x)/2 \\
  c_{i,2} & \text{if } D_{w,i,1}(x)/2 \leq |r| \leq D_{w,i,2}(x)/2 \\
  c_{i,3} & \text{if } D_{w,i,2}(x)/2 \leq |r| \leq D_{w,i,3}(x)/2 \\
  0 & \text{if } |r| > D_{w,i,3}(x)/2 
\end{cases}$$  \hspace{1cm} (4.16)

with $r = y - y_{w,i}(x)$

and with the local wake decay coefficient for each zone given by:

$$c_{i,q}(x) = \left[ \frac{D_i}{D_i + 2k_e m_{U,q}(\gamma_i)[x - X_i]} \right]^2.$$  \hspace{1cm} (4.17)

The coefficients $m_{U,q}$ are parameters defining how quickly the different wake zones decay. Following a similar approach to that in Section 4.3.1, the wake decay rates are adjusted for the rotor yaw angle in order to fit the data from SOWFA Simulation Series 1 and 2, by empirically deriving the following relationship between the coefficient $m_{U,q}$ and the yaw angle $\gamma_i$:

$$m_{U,q}(\gamma_i) = \frac{M_{U,q}}{\cos(a_U + b_U \gamma_i)}$$  \hspace{1cm} (4.18)

for $q = 1, 2, 3$ with model parameters $M_{U,q}, a_U, b_U$.

In order to better predict the effect of axial-induction-based control on wind plant performance, modifications to the wake velocity model in FLORIS were made by Annoni et al. (2014a). These modifications are not included in the model presented here, that is aimed at predicting the effect of yaw-based wake redirection control.

### 4.3.6. Combining wakes to find the turbine effective wind velocities

In the submodel described in this section we combine the effects of the wake zones of different turbines, in order to estimate the effective inflow velocity at each turbine. The different parts of this submodel are illustrated in the lower-right block in the FLORIS model scheme in Figure 4.3. The submodel described in Section 4.3.5 estimates the velocity deficits in the wake with respect to a certain free-stream inflow speed. Generally, we cannot assume the free-stream inflow velocity into the wind plant to be known, but by inverting relationship (4.1), we can estimate the effective wind speeds at the front turbines from turbine power and yaw angle measurements, denoted as $P_i^{\text{measured}}$ and $\gamma_i^{\text{measured}}$, respectively. Then, the wind speeds at the downstream turbines are estimated by combining the effect of the wakes, weighting the wake zones by their overlap with the rotors using the root-sum-square method of Katić et al. (1986). This results in the following formulations.

First, the overlapping areas between turbine rotors and the different zones of the wakes are calculated from the wake center and wake diameter predictions described in
Section 4.3.3 and 4.3.4, using basic geometry. We denote the overlapping area between a wake zone \( q \) of a turbine \( i \) and a rotor of a downstream turbine \( j \), by \( A_{i,j,q}^{ol} \), see Figure 4.4b. Then, let \( \mathcal{U} \subseteq \mathcal{F} \) denote the set of front, upstream turbines that are not influenced by other turbines through wake interaction, because their rotors does no overlap with any wakes, and \( \mathcal{D} \) the set of turbines that are influenced by other turbines, i.e.:

\[
\mathcal{U} = \{ j \in \mathcal{F} | A_{i,j,q}^{ol} = 0 \ \forall \ i \in \mathcal{F}, q \in \{1,2,3\} \} \\
\mathcal{D} = \{ j \in \mathcal{F} | j \notin \mathcal{U} \}
\]

(4.19)

Further, \( u(j) \) denotes the index of a turbine in the set \( \mathcal{U} \) that has the largest overlap area with a turbine \( j \in \mathcal{D} \) when compared to other turbines in the set \( \mathcal{U} \):

\[
u(j) = \arg\max_{i \in \mathcal{U}} \left( \sum_{q=1}^{3} A_{i,j,q}^{ol} \right) \ \forall \ j \in \mathcal{D}.
\]

(4.20)

Figure 3.3 gives an illustrative example of how the sets \( \mathcal{U} \) and \( \mathcal{D} \) and the mapping \( j \rightarrow u(j) \) are defined in a particular case. The effective inflow speed at a turbine \( j \in \mathcal{D} \) is assumed to be the velocity at turbine \( \rightarrow u(j) \) multiplied with a factor that represents the effects of the different wake zones, which are weighted by the overlap of these wake zones with the rotor. This results in the following relations for estimating the effective wind speeds \( U_j \) at each turbine \( j \in \mathcal{F} \):

\[
U_j = \begin{cases} 
  f_1(j) & \forall \ j \in \mathcal{U} \\
  f_2(j) & \forall \ j \in \mathcal{D}
\end{cases}
\]

(4.21)

with functions:

\[
f_1(j) = \left[ \frac{2P_j^{measured}}{\rho A_j C_p \left( a_j, \gamma_j^{measured} \right)} \right]^{1/3}
\]

(4.22)

\[
f_2(j) = U_{u(j)} \left[ 1 - 2 \left( \sum_{i \in \mathcal{F} : X_i < X_j} [a_i \sum_{q=1}^{3} c_{i,q} (X_j) \min \left( \frac{A_{i,j,q}^{ol}}{A_j}, 1 \right)] \right)^{2} \right].
\]

(4.23)

4.3.7. FITTING THE WAKE MODEL PARAMETERS

By fitting to the power data from turbine 2 in SOWFA Simulation Series 1 and 2, the parameters for wake deflection, expansion and decay were tuned ‘manually’ (see Figure 4.2b and Table 4.1). The results were validated by comparing the resulting wake velocity profiles for a single yawed turbine with the corresponding data generated by SOWFA in the simulation experiments described in Fleming et al. (2014d); see Figure 4.6 for this comparison. In can be seen that by dividing the wake in different zones, as described in Section 4.3.4, and introducing a rotation-induced wake position offset (Section 4.3.3), we are able to better match the wake velocity profile.
Figure 4.5: The above picture shows the hub height flow field of a 3-by-2 wind plant, with the centerline and boundaries of the wake zones as predicted by the FLORIS model shown as solid lines. The set definitions for this case, $\mathcal{F}$, $\mathcal{U}$, $\mathcal{D}$, and the mapping $i \rightarrow u(i)$ are shown in the table below the picture. The mapping $i \rightarrow u(i)$ follows from the fact that the rotors of turbines 3 and 6 have the largest overlap with the model-predicted wake of turbine 1 (shown in yellow), when compared to other turbines in the set $\mathcal{U}$, and the rotors of turbines 4 and 5 have the largest overlap with the wake of turbine 2 (shown in green).

<table>
<thead>
<tr>
<th>turb. power</th>
<th>deflection</th>
<th>expansion</th>
<th>velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>0.768</td>
<td>0.065</td>
<td>$M_{U,1}$ 0.5 $a_U$ 5</td>
</tr>
<tr>
<td>$p_p$</td>
<td>1.88</td>
<td>-0.5</td>
<td>$M_{U,2}$ 1 $b_U$ 1.66</td>
</tr>
<tr>
<td>$k_d$</td>
<td>0.15</td>
<td>-0.22</td>
<td>$M_{U,3}$ 5.5</td>
</tr>
<tr>
<td>$a_d$</td>
<td>-4.5</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$b_d$</td>
<td>-0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{e,1}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{e,2}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{e,3}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: FLORIS model parameters
4.4. Wind Plant Yaw Optimization Using a Game-Theoretic Approach

In this work, we use the game-theoretic (GT) approach of Marden et al. (2013) to perform an optimization of the yaw settings of the turbines in a wind plant with the objective of maximization of the total wind plant power production. The GT approach performs the optimization by making random perturbations to the yaw settings and holds the settings as a baseline setting if they yield an improvement of the wind plant total power, so as to iteratively find the global maximum of the wind plant total power. Following the control scheme of Figure 4.1 (shown in more detail in Figure 4.3), the optimization is based on the turbine power predictions of the FLORIS model, hence the randomized search of the GT approach is performed using the simplified model, and once the optimized settings are found, they are applied on the wind plant. In the remainder of this section, we will explain the optimization algorithm in more detail. A specification of the different parameters of the optimization algorithm for a particular case study, will follow in Section 5.2.

In Algorithm 3, the (simplified) optimization scheme of the GT approach is given as it is implemented in our simulation examples. The randomized perturbation on the yaw settings of the turbines in the wind plant model takes place in line 9-15 of the algorithm. In line 10-11, a randomized process determines whether the yaw setting of a specific turbine is updated; $E$ is the probability of using a new random setting for $\gamma_i$, instead of keeping the baseline setting, denoted by $\gamma_i$. By setting this search rate $E$, we can control the amount of updates on turbines taking place at the same time, and as such tune the convergence properties of the GT algorithm. If the yaw setting of a turbine is indeed updated, it is randomly selected from the range $[\gamma_{\text{min}}, \gamma_{\text{max}}]$ (in line 12-13). This range of possible yaw settings is discretized with an interval $\Delta \gamma$ in order to improve the convergence speed. Testing whether the updated yaw settings improve the total wind plant power, based on an evaluation of the FLORIS model, takes place in lines 18-22. If they yield an improvement, the updated yaw settings are stored as a baseline setting $\overline{\gamma}_i$ (see line 20). After that evaluation, a new iteration of the GT algorithm will follow.
Algorithm 3 The pseudocode below shows a Game Theoretic approach for wind plant control, performing optimization of the yaw angles for increased electrical energy production. Index $k$ denotes the iterations of the optimization. The variables $\gamma_i$ and $P_i$ are used to store baseline values of the control variables and the corresponding turbine powers (yielding the maximum wind plant power found so far). $\Xi$ denotes a uniform distribution, $\mathbb{Z}_n$ denotes the set of integers $[0, 1, \ldots, n]$.

1: $\gamma_i \leftarrow 0 \ \forall \ i \in \mathcal{F}$
2: $k \leftarrow 0$
3: $n \leftarrow \frac{\gamma_{\max} - \gamma_{\min}}{\Delta \gamma}$
4: update $P_i(\gamma_i) \ \forall \ i \in \mathcal{F}$ using (4.21),(4.1)
5: $\bar{P} \leftarrow \sum_{i=1}^N P_i(t)$
6: $\bar{\gamma}_i \leftarrow \gamma_i$
7: loop
8: $k \leftarrow k + 1$
9: for all $i \in \mathcal{F}$ do
10: \hspace{1em} $\mathcal{R}_1 \leftarrow$ random value $\sim \Xi(0, 1)$
11: \hspace{1em} if $\mathcal{R}_1 < E$ then
12: \hspace{2em} $\mathcal{R}_2 \leftarrow$ random value from the set $\mathbb{Z}_n$
13: \hspace{2em} $\gamma_i \leftarrow \gamma_{\min} + \mathcal{R}_2 \Delta \gamma$
14: \hspace{1em} else
15: \hspace{2em} $\gamma_i \leftarrow \bar{\gamma}_i$
16: \hspace{2em} end if
17: end for
18: update $P_i \ \forall \ i \in \mathcal{F}$ using (4.21),(4.1)
19: if $\sum_{i=1}^N P_i(\gamma_i) > \bar{P}$ then
20: \hspace{1em} $\bar{\gamma}_i \leftarrow \gamma_i \ \forall \ i \in \mathcal{F}$
21: \hspace{1em} $\bar{P} \leftarrow \sum_{i=1}^N P_i(t)$
22: end if
23: end loop
4.5. WIND PLANT YAW OPTIMIZATION SIMULATION EXAMPLES

We perform an evaluation of the online yaw optimization wind plant control strategy based on the FLORIS parametric model, by using it in SOWFA simulations of a small wind plant.

4.5.1. SIMULATION SET-UPS

The simulated wind plant consists of two rows with three NREL 5-MW baseline turbines Jonkman et al. (2009) each, with a 5 rotor diameter spacing in the down-wind direction, and 3 rotor diameters in the cross-wind direction. We simulate a constant wind direction, and 3 configurations of the wind plant, in which the setup is rotated 0°, 5° and 10° with respect to the wind direction. For each of these configurations, we run simulations of two cases:

- a case with the model-based control performing plant-wide optimization of the yaw settings enabled, and

- a case in which the yaw settings that yield maximum power for each individual turbine are used, i.e., each rotor is aligned perpendicular to the mean wind direction. Since these yaw settings result in maximization of electrical power of the turbine itself, but not in production maximization on a plant-level, we refer to these settings as ‘greedy’.

The turbine positions, and the SOWFA-calculated flow fields for each of the cases are shown in Figure 4.7. In this figure it can be seen that yaw misalignment indeed leads to a redirection of the wake, and an increase of flow velocity in the wake caused by a reduction of axial induction.

In these SOWFA simulations, an inflow with a 6% turbulence intensity and an 8 m/s mean velocity is used, which is the same inflow condition as in SOWFA Simulation Series 1 and 2 described in Section 4.2. Note that a different spacing between the turbines in the wind direction is used in SOWFA Simulation Series 1 and 2 to obtain the parameters of the FLORIS model, namely 7 rotor diameters, and in that sense we use the model for extrapolation. The wind plant setup is placed in a 3km (horizontal length) by 3km (horizontal width) by 1km (height) mesh, see Figure 4.7. The smallest mesh cells for the CFD calculation, which contain the turbine rotors, the axial induction zones of the rotor and the wakes between the turbines, have a size of 3m × 3m × 3m. Further away from the turbines the mesh is coarsened to 6m × 6m × 6m cells, and then to 12m × 12m × 12m cells, resulting in a total of 32 · 10^6 cells. Using a time-step of 0.02s, a 1000s simulation is performed for each of the six cases. Because of the high mesh and time resolution required, the computational cost of the CFD simulations is high: 59 hours of distributed computation on 512 processors for each 1000s simulation.
4.5.2. Specifications of the plant-wide optimization controller used in the simulation examples

In accordance with the scheme in Figure 4.3, the electrical power production, yaw, and local wind direction measurements as calculated by SOWFA are directly fed into the internal FLORIS model. The FLORIS model uses these signals to estimate the inflow properties (effective wind speed and direction). A first-order low-pass filter with a -3dB cut-off frequency of 2 mHz is used on the measured power and wind direction signals in order to make sure that the wind plant yaw controller only responds to the slower trends in the changes of the inflow conditions. When the plant-wide controller is switched on, in each 0.02s timestep of the simulation the yaw optimization is performed. The GT algorithm parameters are set to $\gamma_{\text{min}} = 0^\circ$, $\gamma_{\text{max}} = 40^\circ$ (offset relative to wind direction), $\Delta \gamma = 0.05^\circ$, $E = 0.2$, and in each optimization 1000 iterations of the yaw settings are tested on the internal FLORIS model, which is sufficient for convergence to a maximum in the predicted power production. In each iteration of the optimization it takes about 0.04ms to evaluate the C-implementation of the FLORIS model on a single CPU. The search is restricted to positive yaw angles since previous simulation studies Fleming et al. (2014d) showed that for the given inflow conditions, yawing in the positive direction yields a reduction of relevant structural loads on the turbine, while negative yaw increases blade loads. After the optimization procedure, the baseline yaw setting for each turbine as calculated by the optimization algorithm is set as a reference to which the turbines respond with a maximum yaw rate of $1^\circ/s$. In the following timestep, the optimization is initialized with the previous yaw reference setting.

In this case study, an unrealistically high update rate for the yaw reference settings was used when considering the maximum yaw rate of $1^\circ/s$. In practice, one would run the optimization algorithm far less frequently, and the 0.04s needed to run the optimization would be sufficiently short to allow for online optimization. The time between yaw reference updates on a real wind turbine may be in the order of tens of seconds to minutes (examples are discussed in Hau (2013a) and Kragh et al. (2013b)). Since both a conventional ‘greedy’ yaw control system and the proposed plant-level optimized yaw control system respond to changes of the wind direction, the yaw reference update rate can be adjusted to make a trade-off between additional yaw actuator usage and electrical power production, where in principle the plant-level optimized scheme does not need more actuator usage than the ‘greedy’ scheme.

4.5.3. Detailed results of simulations with the 5 degree rotated wind plant

For the cases with the 5° rotated wind plant, relevant signals are shown in Figure 4.8. We compare the SOWFA simulation with the ‘greedy’ settings, with a SOWFA simulation in which the plant-wide optimization controller is switched on after 400s. Figure 4.8a compares the electrical power output calculated by SOWFA and predicted by the FLORIS model for both cases. Figure 4.8b shows the yaw angles for both cases, and the wind direction estimated by the controller.
Figure 4.8a shows that the predictions given by FLORIS are not always closely matching the SOWFA results for each turbine, since the FLORIS model does not include the transient effects related to the wakes taking some time to propagate through the wind plant, and also higher-frequency variations related to turbulence are not included in the FLORIS model. Still, the FLORIS-model predictions are accurate enough to be used by the GT optimization algorithm in the controller for the calculation of yaw settings that yield a significant increase in total power production of the wind plant, when compared to the case with the greedy settings (see lower-left plot in Figure 4.8a). In the SOWFA results, over the period of 50s to 500s after plant-wide optimization control is switched ON, on average 13% more electrical energy is produced compared to the ‘greedy’ yaw case. In Figure 4.8b it can be seen that the online implementation of the GT model-based optimization responds to changes in the inflow conditions (direction and velocity), which are predicted based on the measured signals.

4.5.4. OVERVIEW OF ELECTRICAL POWER PRODUCTION AND LOAD RESULTS OF SIMULATIONS WITH DIFFERENT WIND PLANT CONFIGURATIONS

Table 4.2 shows the time-averaged results for the total wind plant electrical power production calculated with SOWFA and estimated with FLORIS, for both ‘greedy’ and plant-wide optimized settings for the $0^\circ$, $5^\circ$ and $10^\circ$ rotated configurations of the wind plant. Figure 4.9 shows the power productions for each individual turbine. When comparing the FLORIS and SOWFA predictions on the power production, we again see that there is not a perfect match, but the FLORIS predictions are accurate enough to enable a power production increase when using them for optimization of the yaw angles. In each of the cases with the plant-wide optimization controller, it can be seen that the loss of power through yawing on upstream turbines is compensated by a larger power gain in a downstream turbine. When comparing simulations with different configurations of the wind plant, we can see the effect of changes in the mean wind direction on the wake interaction in the wind plant: for a $10^\circ$ rotation, the power production gain from the yaw optimization is much smaller. This is because in that case also with the ‘greedy’ settings there is little overlap of the wakes with the downstream turbines (see also the flow fields in Figure 4.7). Table 4.3 lists the optimal yaw angles as calculated by the GT optimization, which shows that in the case with the $10^\circ$ rotated wind plant, the optimized yaw angles are much smaller.

Also included in Figure 4.9 are relevant structural loads on each turbine for each case, as estimated by the FAST dynamic model of each turbine. It has to be remarked that the validation of load predictions from SOWFA is still ongoing work. Loads are computed for blade out-of-plane (OOP) bending moments, drive-train low-speed shaft (LSS) torsion, yaw bearing moments and tower bending moments. For each of these load signals, a damage equivalent load (DEL) is computed, which is a standard measure of fatigue damage Buhl Jr. (2008). The comparison shows that for most of the investigated loads, a reduction of DEL is observed when the yaw settings are optimized by the plant-wide controller, even though this was not the objective of the optimization. The observation that yaw misalignment on the upstream turbines can reduce the loads on these turbines
themselves, is consistent with the findings in Kragh et al. (2013a), and load reductions on downstream turbines can be attributed to a reduction of wake overlap. There are increases in some DELs on some of the downstream turbines, which can be explained by an increase of imbalance through partial wake overlap. In Fleming et al. (2014b) it is suggested that these loads can be mitigated using individual pitch control. Also, a drive-train damper can mitigate the increase of loads on the LSS observed at turbine 5 for the 0° rotated wind plant case. There are substantial differences in the DELs when comparing the two 3-turbine rows in the wind plant, even though turbine spacing in each row is the same. This can be explained by the fact that the turbulence in the inflow is different for each of these rows, and that the data is averaged over a relatively short period.

Finally, it should be remarked that the expected beneficial effects of the proposed yaw optimization control on a real large wind plant are smaller than in this case study. In this case study there is a relatively small inter-turbine spacing in the flow direction, and a relatively slow wake recovery through mixing because of the low turbulence-level in the inflow, and the neutral boundary layer conditions. These are conditions that make that the wake losses are relatively large in this wind plant, and thus also we see a large effect of mitigating these losses through control.

<table>
<thead>
<tr>
<th>Optimized Yaw</th>
<th>Greedy Yaw</th>
<th>Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Plant Rotated 0°</td>
<td>6.68MW 6.34MW 5.27%</td>
<td>7.55MW 7.66MW 1.55%</td>
</tr>
<tr>
<td>Wind Plant Rotated 5°</td>
<td>8.75MW 8.75MW 0.08%</td>
<td>9.91MW 9.99MW 0.79%</td>
</tr>
<tr>
<td>Wind Plant Rotated 10°</td>
<td>10.80MW 11.04MW 2.23%</td>
<td>10.91MW 11.22MW 2.76%</td>
</tr>
</tbody>
</table>

Table 4.2: Total wind plant electrical power production in the SOWFA simulation results, and as predicted by the FLORIS model, for both ‘greedy’ control and plant-wide optimized yaw control. The data is averaged over a period of 50s to 500s after plant-wide optimization control is switched ON (and over the same period for the ‘greedy’ case). Also listed are the errors of the FLORIS prediction relative to the SOWFA results, and the increase obtained when using optimized yaw relative to the greedy yaw control case in the SOWFA results.

<table>
<thead>
<tr>
<th>Turbine 1</th>
<th>Turbine 2</th>
<th>Turbine 3</th>
<th>Turbine 4</th>
<th>Turbine 5</th>
<th>Turbine 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Plant Rotated 0°</td>
<td>25.85°</td>
<td>25.15°</td>
<td>39.80°</td>
<td>39.75°</td>
<td>0.45°</td>
</tr>
<tr>
<td>Wind Plant Rotated 5°</td>
<td>19.00°</td>
<td>19.00°</td>
<td>23.80°</td>
<td>23.80°</td>
<td>0.05°</td>
</tr>
<tr>
<td>Wind Plant Rotated 10°</td>
<td>6.25°</td>
<td>3.45°</td>
<td>4.75°</td>
<td>6.35°</td>
<td>−0.05°</td>
</tr>
</tbody>
</table>

Table 4.3: Optimized turbine yaw angles (relative to the mean 30° wind direction) after 800s of simulation for different wind plant configurations.

4.5.5. Estimation of the Annual Energy Gain of Yaw-Based Wind Plant Control Method, on the Princess Amalia Windpark

In Fleming et al. (2014c), the annual energy production gain that can be obtained through yaw-based wake redirection control for the Princess Amalia Windpark offshore wind plant, is estimated to be 1.1%. This estimate is obtained using the same approach as taken in Section 3.5.3: for each wind direction the annual energy gain is evaluated of using optimized yaw instead of greedy control, using the FLORIS model, and then the annual estimated gain is based on the frequency of those wind directions over the year,
Figure 4.7: Hub-height wind field at 800s simulated time, as calculated by SOWFA for 3 different configurations of the wind plant. Black lines indicate rotor positions and yaw orientation of each turbine (the yaw angles are listed in Table 4.3).
4. YAW-BASED ELECTRICAL POWER PRODUCTION OPTIMIZATION CONTROL FOR WIND PLANTS

Figure 4.8: SOWFA simulation results and FLORIS predictions of power productions with and without FLORIS-based optimization control (a), and the yaw angles used in these simulations (b), for the 5° rotated wind plant configuration (see also Figure 4.7b).
Figure 4.9: Time-averaged SOWFA simulation results (solid bars) for turbine electrical power production and structural loads for both turbine-level optimal ('greedy') and plant-wide optimal yaw settings ('optimal'), for 3 different wind plant configurations (see Figure 4.7 for these configurations). The data is averaged over a period of 50s to 500s after plant-wide optimization control is switched ON (and over the same period for the 'greedy' case). Listed are increases of power and loads of the optimized case relative to the greedy case as calculated by SOWFA (in %, red). Also included are the FLORIS estimates of the power productions (clear bars), and the associated errors $e$ relative to the SOWFA-calculated values (in %, black and gray). Table 4.2 shows total wind plant electrical power production. Table 4.3 lists the yaw angles used in the ‘optimal’ case.
based on measured wind data from a nearby location in the North Sea NoordzeeWind B.V. (2013); Brand et al. (2013).

4.6. Conclusions

In this chapter, a wind plant control strategy for the optimization of the total electrical energy production of the wind plant by changing the yaw control set-points of each turbine, was presented. The yaw control is used to change the direction and velocity of the wake forming behind each turbine in the wind plant. The optimization is based on predictions provided by the FLORIS model, a novel simplified parametric model for these wake effects in the wind plant.

In high-fidelity CFD simulation examples, it was shown that the control strategy could be applied successfully on a small wind plant. The FLORIS model was found to be able to predict the time-averaged turbine powers for both the ‘greedy’ and plant-wide optimized settings with sufficient accuracy to indeed yield a significant power production increase, for different configurations of the wind plant. The CFD simulations also predict that a reduction of loads can be achieved through the yaw control. The CFD simulation examples provide a first proof of concept for the data-driven optimization scheme based on the FLORIS model.

Ongoing work is aimed at the further development of the control scheme such that it can be applied on a real wind plant, under changing atmospheric conditions. When for example the turbulence intensity of the inflow changes, the wake properties are affected, and the model parameters should be updated online. The FLORIS model has a relatively simple formulation, with a small number of parameters that can be identified using power measurements of the different turbines in the wind plant. This enables the development of such a fully data-driven approach for adaptive wind plant optimization control.

In further ongoing work, the FLORIS model is extended with a more accurate description of the wake effects, in order to give better predictions of the wind plant performance. This work includes the extensions proposed by Annoni et al. (2014a). These extensions consist of a better description of wake decay through turbulent mixing in overlapping wakes, and a better prediction of the effects of changing axial induction using blade pitch and generator torque. Further, in the next Chapter 5, the FLORIS model is extended with dynamic effects, by including the delays associated with the wake effects propagating through the wind field.

Certainly when considering varying atmospheric conditions, the FLORIS model needs to be further validated. Gathering validation data from relevant and realistic scenarios with changing wind conditions from high-fidelity models like SOWFA, or with a real wind plant, is a substantial task, given the computational costs of high-fidelity models, and the uncontrollable nature of the conditions in real wind plants. With proper validation of the model under varying wind conditions, also a description of the uncertainty of the FLORIS model should be formulated, with which a robust yaw control strategy can be developed, possibly with some conservatism in the amount of yaw offset used.
A control-oriented dynamic model for wakes in wind plants

In this chapter, a novel control-oriented dynamic model for predicting wake effects in wind plants, called the FLow Redirection and Induction Dynamics (FLORIDYN) model, is presented. The model predicts the wake locations and the effective flow velocities at each turbine, and the resulting wind turbine electrical energy productions, as a function of the control degrees-of-freedom of the turbines (the axial induction and the yaw angle of the different rotors). The model is an extension of the previously presented static model (FLORIS). It includes the dynamic wake propagation effects that cause time delays between control setting changes and the response of downstream turbines. These delays are associated with a mass of air in the wake taking a certain amount of time to travel from one turbine to the next, and the delays are dependent on the spatially- and time-varying state of the wake. The extended model has a state-space structure combined with a nonlinear feedback term. While including the control-relevant dynamics of the wind plant, it still has a relatively small amount of parameters. A Kalman filter is developed for the model that corrects the flow field predictions of the model using wind turbine power production measurements. The computational complexity of the model is small enough such that it has the potential to be used for dynamic optimization of the control reference signals for improved wind plant control, as is demonstrated in a case study.

5.1. Introduction

Because a wind turbine extracts energy from the flow, it has a wake of turbulent flow downstream of its rotor, in which the wind velocity in the wake is reduced with respect to the free-stream velocity. Downstream of the rotor the wake expands, and turbulent mixing and diffusion makes that the wake velocity will recover towards the free-stream velocity.

This chapter has been published in Gebraad and van Wingerden (2014a).
velocity further downstream. In a cluster of wind turbines (a wind plant), the wake of one turbine can overlap with another turbine rotor, which affects the electrical power production and loads on that turbine. The topology and amount of the wake interaction depends on time-varying atmospheric conditions (e.g., inflow direction, speed and turbulence, and atmospheric stability), and on the control settings of each turbine: the rotor speed and pitch angles of the blades affect the rotor axial induction and thus the wake velocity deficit (Ainslie, 1988), and the rotor yaw angle affects both the velocity deficit and flow direction in the wake (Burton et al., 2002b; Dahlberg et al., 2003; Wagenaar et al., 2012; Adaramola et al., 2011; Jiménez et al., 2010; Fleming et al., 2014b,d).

In Chapter 4, the FLOW Redirection and Induction in Steady-state (FLORIS) model was developed, a simplified control-oriented model that predicts the steady-state characteristics of wakes in a wind plant as a function of the axial inductions and yaw angles of the wind turbine rotors. The complete flow field in a plant does not respond instantaneously to a change in turbine control settings however, since the flow takes some time to move downstream, resulting in a delay of the response of the downstream turbine. In Knudsen et al. (2012), system identification experiments are described with a setup with two megawatt-scale wind turbines aligned in the wind direction in which the axial induction of the front turbine is varied, and the response of the downwind turbine is measured. In these system identification experiments, the wake propagation delay is identified from measured data, as a constant time-delay that is incorporated in the transfer function form of the dynamic model of the interaction between the upstream and downstream turbine. The lengths of the wake propagation delays are dependent on the spatially- and time-varying flow velocity profile in the wake however, therefore, it is useful to parameterize them as such. In an early attempt to incorporate wake velocity dependent delays in a control-oriented model, in Koch et al. (2005), the wake travel time was estimated by dividing turbine-to-turbine distance with the flow speed at the most downstream turbine. Since the velocity deficit in the wake of a turbine is at its maximum just behind the rotor and recovers to the free-stream velocity through mixing further downstream, the delay is underestimated with this method. In Section 3.4 of this thesis we made an extension of the Jensen model (Jensen, 1984; Katić et al., 1986) with a delay model that calculated the wake travel time between two turbines based on the average of the flow velocities at the upstream and the downstream turbine, similar to the approach in Gonzalez et al. (2013). In Choi et al. (2013) a more accurate estimation of the delay time was made by further segmentation of the wake velocity profile in the downstream direction, and summing the delay for each segment. Each of the delay models do not take into account the dynamic response of the wake velocity profile to control setting changes, and do not include the effect of the yaw degree-of-freedom on the wake deflection. Therefore, in this work, we extend the FLORIS model with a simplified dynamic model for the propagation of the effects of control settings changes through the wake. We refer to the model as the FLOW Redirection and Induction Dynamics (FLORIDYN) model.

The outline of this chapter is as follows. In Section 5.2, a description of the FLORIDYN model is given. Then, in Section 5.3 the results of a case study are presented, in which the predictions given by the FLORIDYN model are compared with those of a high-
fidelity computational fluid dynamics (CFD) simulation. In Section 5.4, a Kalman filter is developed that makes corrections on the flow field predicted by the FLORIDYN model, on the basis of data measured at the turbine. In Section 5.5, a case study is provided in which the FLORIDYN model is used to enable plant-level optimized dynamic control. Finally, conclusions and recommendations are given in Section 5.6.

5.2. FLORIDYN MODEL DESCRIPTION

A detailed overview of the FLORIDYN model is provided in the scheme in Figure 5.1 (the gray parts). In brief, the FLORIDYN model is a combination of a static nonlinear mapping describing the wake velocity profile, based on an augmented Jensen model (Jensen, 1984; Katić et al., 1986), and the wake deflection through yaw (based on Jiménez et al. (2010)), extended with a state-space model describing the propagation of control settings changes through the wake.

In this section, the model will be described part-by-part, starting with a model for the turbine power generation from the wind with a certain effective wind speed (Section 5.2.1). Then, in Section 5.2.2 a subdivision is made between front and downstream turbines, because only for the downstream turbines the wake properties are to be estimated to find the effective wind velocities. Further prerequisite definitions follow in Section 5.2.3, where a special Cartesian coordinate system is explained, and in Section 5.2.4, where a subdivision of the wake in different zones is introduced. The wake propagation model is defined in Section 5.2.5, and the model to find the local wake characteristics is given in Section 5.2.6.

An overview of notations that are used throughout the model description in this section, is given in Table 5.1. These notations will also be introduced step-by-step in the next subsections.

5.2.1. TURBINE ELECTRICAL POWER PRODUCTIONS

The index \( t \) is used to count the different wind turbines in a wind plant. The index \( k \) denotes the discrete time steps. When the effective wind speed at a time \( k \) at a turbine \( t \), denoted as \( u_T(t,k) \), is known, the electrical power of a turbine \( t \) is calculated as:

\[
P_T(t,k) = \frac{1}{2} \rho A_T(t) C_P(a_T(t,k), \gamma_T(t,k)) u_T(t,k)^3
\]  

(5.1)

where \( \rho \) is the air density, and \( A_T(t) \) is the rotor swept area, and \( C_P \) is the power coefficient of the turbine \( t \). In Section 4.3.1 we derived the following heuristic relationship between the axial induction factor \( a_T \) and the yaw angle \( \gamma_T \) of the rotor and the power coefficient \( C_P \), based on the work in Medici (2005):

\[
C_P(a_T(t,k), \gamma_T(t,k)) = 4 a_T(t,k)[1 - a_T(t,k)]^2 \eta \cos(\gamma_T(t,k))^{PP}.
\]  

(5.2)

Note that \( a_T \) in this relation corresponds to the axial induction factor when the rotor is not yawed, which can be found from the blade pitch angle and rotor speed using
Figure 5.1: FLORIDYN model scheme, with Kalman filter (in red). Measurements from the wind plant (top) are fed into the model to estimate the inflow properties.
### 5.2. FLORIDYN MODEL DESCRIPTION

#### Time stepping
- $k$: discrete time-step index
- $\Delta T$: sample time, interval between two discrete time steps $k$ and $k + 1$
- $A, B$: state-space matrices, cf. eq. 5.4 (definition), and eq. 5.6-5.7

#### Turbine and wake indices and sets
- $t$: turbine index
- $N_t$: number of turbines in wind plant
- $\mathcal{T}$: set of all turbines in wind plant
- $\mathcal{F}$: set of front turbines
- $\mathcal{D}$: set of downstream turbines
- $z$: wake zone index
- $p$: wake tracking point (TrP) index
- $N_p$: number of TrPs in a wake zone

#### Turbine properties
- $A_T$: turbine rotor area
- $D_T$: turbine rotor diameter
- $x_T$: turbine $x$-position in downwind-crosswind coordinates
- $y_T$: turbine $y$-position in downwind-crosswind coordinates
- $P_T$: turbine power production
- $C_p$: turbine power coefficient, cf. eq. 5.1
- $p_p$: coefficient for adjusting power coefficient $C_p$ to yaw offset, cf. eq. 5.1
- $\eta$: coefficient for adjusting power coefficient $C_p$ for losses, cf. eq. 5.1
- $a_T$: turbine axial induction (non-yawed)
- $\gamma_T$: turbine rotor yaw angle
- $U_T$: effective free-stream wind speed at turbine

#### Properties of a Tracking Point (TrP) $p$ in the wake zone $z$ of a turbine $t$
- $x_{t,z,p}$: TrP $x$-position in downwind-crosswind coordinates
- $\Delta x_{t,z,p}$: TrP $x$-distance to turbine rotor
- $y_{C,t,z,p}$: $y$-position of wake center effective at TrP
- $y_{I,t,z,p}$: $y$-position of wake zone inner-point
- $y_{M,t,z,p}$: $y$-position of wake zone mid-point
- $y_{O,t,z,p}$: $y$-position of wake zone outer-point
- $a_{t,z,p}$: axial induction effective at TrP
- $\gamma_{t,z,p}$: yaw angle effective at TrP
- $U_{t,z,p}$: free-stream speed effective at TrP
- $u_{t,z,p}$: wake speed at TrP
- $r_{t,z,p}$: wake speed reduction factor effective at TrP
- $\Theta_{t,z,p}$: set of wake zones that is overlapping with a TrP

#### Other wake zone properties
- $D_{w,n}, D_{w,f}, D_{w,m}$: diameters of main wake zones (near, far and mixing zone), cf. Fig. 5.2, eq. 5.10

#### Flow parameters
- $\rho$: air density
- $k_d$: wake deflection coefficient, cf. eq. 5.8-5.9
- $a_d, \beta_d$: coefficients for wake deflection caused by rotor rotation, cf. eq. 5.8-5.9
- $k_e$: wake expansion coefficient, cf. eq. 5.8-5.9
- $m_{e,n}, m_{e,f}, m_{e,m}$: wake zones expansion coefficients, cf. eq. 5.10
- $M_{U,n}, M_{U,f}, M_{U,m}$: wake zone velocity recovery coefficients, cf. eq. 5.12-5.14
- $a_{U}, \beta_{U}$: coefficients for adjusting wake velocity deficit to yaw offset, cf. eq. 5.12-5.14

Table 5.1: Notations repeatedly used in the FLORIDYN model description, Section 5.2
knowledge of the turbine characteristics. Scalars $p_p$ and $\eta$ are turbine-specific model parameters: $\eta$ is an efficiency factor used to represent possible losses with respect to the theoretical maximum efficiency in non-yawed operation, parameter $p_p$ is used to fit the power loss when a turbine is yawed. In Chapter 4, the values $\eta = 0.768$, $p_p = 1.88$ were found to provide a good match with experiments in which the yaw angle of the NREL 5-MW baseline turbine was varied.

In Figure 5.1 the turbine power model is used in the lower-right sub-block of the FLORIDYN model to estimate the turbine electrical power productions from estimated effective wind velocities. This is only done for the set of downstream turbines $\mathcal{D}$, as is explained in the next section.

### 5.2.2. Front and Downstream Turbines

The set $\mathcal{P} = \{1, 2, \cdots, N_t\}$ denotes the set of indexes $t$ of all turbines in the plant, with $N_t$ denoting the total number of turbines in the plant. Given a certain inflow direction, we can distinguish some front turbines in the wind plant, for which the rotor is not overlapping with the wake of any other upstream turbines. Those front turbines are in the set $\mathcal{F} \subset \mathcal{P}$. From a controls perspective, the velocity of the inflow to these turbines, is a given input (disturbance) to the wind plant system. From measurements at these front turbines (power, yaw and axial induction) we can estimate the local free-stream velocities, denoted by $U_T$, by inverting relation (5.1):

$$U_T(t, k) = \left[\frac{P_T(t, k)}{\frac{1}{2} \rho A_T(t) C_P(a_T(t, k), \gamma_T(t, k))}\right]^{1/3} \quad \forall t \in \mathcal{F}$$

as is also shown in the top-right sub-block of the model scheme in Figure 5.1. The above inversion assumes that the $C_P$ factor remains constant with changing wind speed, which is a valid assumption for below-rated operation with constant tip-speed-ratio, and also above-rated this is expected to be a workable assumption, as long as the $C_P$ (or the axial induction) is updated with the most recent tip-speed-ratio estimate, and the wind speed changes slowly enough. An alternative is to use more advanced methods for estimating effective wind speed from power using filtering techniques based on a dynamic turbine model, such as those presented in Østergaard et al. (2007); Knudsen et al. (2011).

Adjustments of the axial induction and yaw of the turbine rotors affect the wake effects on the turbines that are standing downstream of the front turbines, that are included in the set $\mathcal{D} = \{t \in \mathcal{P} | t \notin \mathcal{F}\}$. The inflow velocities for those turbines can be considered as variables that can be controlled to have values within a certain range. In the remainder of this section, it will be described how the effective inflow speeds $u_T$ at each turbine $t \in \mathcal{D}$ are estimated through a dynamic model of the wake characteristics. Based on those estimated effective inflow speeds $u_T$, the FLORIDYN model estimates the power production of those turbines, using eq. 5.1.
5.2.3. **Downwind-Crosswind Coordinate System**

In order to describe the spatial properties of the wakes in the wind plant, a Cartesian coordinate system \((x, y)\) is adopted, in which the \(x\)-axis is pointing downwind along an estimated mean inflow direction in the plant, and the \(y\)-axis is pointing orthogonal to the \(x\)-axis in the horizontal direction, i.e., along the cross-wind direction (see Figure 5.2). In this work, we assume that each turbine has the same hub-height, and the turbine locations in this downwind-crosswind coordinate system are denoted as \((x_T(t), y_T(t))\). In the upper-left sub-block of the model scheme in Figure 5.1, the turbine positions are transformed to the downwind-crosswind coordinate system using information of the (free-stream) wind direction. A detailed description of a method to perform this transformation based on turbine measurement data, is provided in Section 4.3.2.

5.2.4. **Wake Zones**

Following the approach of the FLORIS model, the wake is divided in different zones (see Figure 5.2), each with their own expansion and recovery properties, so that the crosswind velocity profile can be fitted more precisely than with the standard Jensen model that has a wake velocity profile that is constant in the crosswind direction. In the FLORIS model there are three zones: the (inner) near wake, the (middle) far wake and the (outer) mixing zone, we will refer to them later on as the ‘main zones’. A difference with the FLORIS model described in Section 4.3, is that these main zones are further divided in a left and right part, and we add a zone to describe the free-stream, resulting in a total of 7 wake zones. This further subdivision is needed because in the FLORIDYN model, in order to calculate the delays, an estimate of the velocity profile over the full wake is needed, rather than just the effective velocities at the turbines, as in the FLORIS model. With partial overlap of wakes, the propagation delays may be different in the left and right part of the wake.

![Figure 5.2: The different zones of the wake in the FLORIDYN model](image-url)
5.2.5. Wake Propagation Dynamics

In this subsection, we present the submodel that describes the delays in the response of the wake velocity profile to changes in the control settings, which is the top-center sub-block in the FLORIDYN model scheme in Figure 5.1. The delay mechanism is implemented by defining in each wake zone of each turbine, a finite number of so-called Tracking Points (TrPs), as shown in Figure 5.3. The first TrP is located in the turbine rotor plane. It is assumed that at each discrete time step, a mass of air will move from one TrP to the next downstream TrP. The axial distances between the TrPs are adjusted accordingly, based on the (to be estimated) wind velocity in between the TrPs. Variables that are measured at the turbines, are passed on between the TrPs, using the time update laws given below, and then these variables are used to calculate the local wake characteristics, using the submodel described in the next section (lower-left block in Figure 5.1).

The index \( z \in \{1, \ldots, 7 \} \) numbers the zones in a turbine wake. The total number of TrPs in one wake zone of a turbine is \( N_p \). The index \( p \in \{1, \ldots, N_p \} \) numbers the TrPs in a wake zone. We use a notation in which \( x_{t,z,p}(k) \) and \( u_{t,z,p}(k) \) are respectively the downwind position and the velocity of a TrP \( p \) in a wake zone \( z \) of a turbine \( t \) at a time-step \( k \). For adjusting the downwind positions of the TrPs in each time-step, it is assumed that the velocity in between two TrPs is constant over the downwind distance, resulting in the following update law:

\[
\begin{bmatrix}
x_{t,z,1}(k+1) \\
x_{t,z,2}(k+1) \\
\vdots \\
x_{t,z,N_p}(k+1)
\end{bmatrix} = \begin{bmatrix} A \end{bmatrix} \begin{bmatrix}
x_{t,z,1}(k) \\
x_{t,z,2}(k) \\
\vdots \\
x_{t,z,N_p}(k)
\end{bmatrix} + \begin{bmatrix} B \end{bmatrix} \begin{bmatrix}
x_{T}(t) + \Delta T \end{bmatrix}
\]

\[ \forall t \in \mathcal{T}, z \in \{1, \ldots, 7 \} \]

where \( \Delta T \) is the sampling time, i.e. the time interval between two discrete time-steps \( k \) and \( k+1 \).

The mechanism of modeling the wake propagation dynamics is illustrated in Figure 5.3. In each time-step \( k \), the following variables that are measured at the turbines or estimated from measurements at the turbines, are ‘passed down’ the stream from one TrP to the next downstream TrP in a zone: the turbine yaw angle \( \gamma_T \), and axial induction \( a_T \), and the free-stream velocities \( U_T \). From these quantities, local wake properties (lateral position and velocity) at the TrPs are calculated. This makes that at the first TrP, the effects on the wake of a change in yaw are observed after one time-step, and in the second TrP the effects of the yaw properties two time-steps ago is observed, etc., and likewise for the rotor axial induction and the free-stream velocity. The free-stream velocity, axial induction, and yaw effective at a TrP \( p \) in zone \( z \) of turbine \( t \) at time-step \( k \), are denoted respectively as \( U_{t,z,p}(k) \), \( a_{t,z,p}(k) \) and \( \gamma_{t,z,p}(k) \). The yaw and axial induction property is only passed on in this way in zones 1 to 6, and not in free-stream zone 7, since by definition the free-stream flow is not affected by the axial inductions and yaw angles of turbines. Using a similar vector notation as above, the update laws for passing
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\[ x_{1}(k+1) = x_{1}(k) + u_{1}(k) \Delta T \]
\[ y_{1}(k+1) = y_{1}(k) + u_{2}(k) \Delta T \]
\[ \gamma_{1}(k+1) = \gamma_{1}(k) + u_{3}(k) \Delta T \]
\[ U_{1}(k+1) = U_{1}(k) + u_{4}(k) \Delta T \]

\[ x_{2}(k+1) = x_{2}(k) + u_{5}(k) \Delta T \]
\[ y_{2}(k+1) = y_{2}(k) + u_{6}(k) \Delta T \]
\[ \gamma_{2}(k+1) = \gamma_{2}(k) + u_{7}(k) \Delta T \]
\[ U_{2}(k+1) = U_{2}(k) + u_{8}(k) \Delta T \]

\[ x_{3}(k+1) = x_{3}(k) + u_{9}(k) \Delta T \]
\[ y_{3}(k+1) = y_{3}(k) + u_{10}(k) \Delta T \]
\[ \gamma_{3}(k+1) = \gamma_{3}(k) + u_{11}(k) \Delta T \]
\[ U_{3}(k+1) = U_{3}(k) + u_{12}(k) \Delta T \]

\[ x_{4}(k+1) = x_{4}(k) + u_{13}(k) \Delta T \]
\[ y_{4}(k+1) = y_{4}(k) + u_{14}(k) \Delta T \]
\[ \gamma_{4}(k+1) = \gamma_{4}(k) + u_{15}(k) \Delta T \]
\[ U_{4}(k+1) = U_{4}(k) + u_{16}(k) \Delta T \]

\[ x_{5}(k+1) = x_{5}(k) + u_{17}(k) \Delta T \]
\[ y_{5}(k+1) = y_{5}(k) + u_{18}(k) \Delta T \]
\[ \gamma_{5}(k+1) = \gamma_{5}(k) + u_{19}(k) \Delta T \]
\[ U_{5}(k+1) = U_{5}(k) + u_{20}(k) \Delta T \]

Figure 5.3: Illustration of the state update mechanism in the FLORIDyn model. The turbine changes its yaw angle between time step \( k - 1 \) and \( k \), and we see that the velocities, as well as the \( x \)-position, and \( y \)-positions of the wake zone mid- and boundary points at the TrP, are updated using an extended FLORIS model. The effect of the yaw change is seen as a wake deflection in the left-most TrPs first. Since we only consider one turbine and wake zone, the \( t \) and \( z \) indices are omitted in the notation.
on the measurements between the TrPs in each time-step are:

\[
\begin{bmatrix}
U_{t,z,1}(k+1) \\
U_{t,z,2}(k+1) \\
\vdots \\
U_{t,z,N_p}(k+1)
\end{bmatrix} = A
\begin{bmatrix}
U_{t,z,1}(k) \\
U_{t,z,2}(k) \\
\vdots \\
U_{t,z,N_p}(k)
\end{bmatrix} + BU_T(t,k) \quad \forall t \in \mathcal{D}, z \in \{1, \ldots, 7\} \quad (5.5)
\]

\[
\begin{bmatrix}
\gamma_{t,z,1}(k+1) \\
\gamma_{t,z,2}(k+1) \\
\vdots \\
\gamma_{t,z,N_p}(k+1)
\end{bmatrix} = A
\begin{bmatrix}
\gamma_{t,z,1}(k) \\
\gamma_{t,z,2}(k) \\
\vdots \\
\gamma_{t,z,N_p}(k)
\end{bmatrix} + B\gamma_T(t,k) \quad \forall t \in \mathcal{D}, z \in \{1, \ldots, 6\} \quad (5.6)
\]

\[
\begin{bmatrix}
a_{t,z,1}(k+1) \\
a_{t,z,2}(k+1) \\
\vdots \\
a_{t,z,N_p}(k+1)
\end{bmatrix} = A
\begin{bmatrix}
a_{t,z,1}(k) \\
a_{t,z,2}(k) \\
\vdots \\
a_{t,z,N_p}(k)
\end{bmatrix} + Ba_T(t,k) \quad \forall t \in \mathcal{D}, z \in \{1, \ldots, 6\} \quad (5.7)
\]

with \(A\) and \(B\) as in equation (5.4).

### 5.2.6. Calculation of Wake Characteristics

In this section, it is explained how in the FLORIDYN model, certain control-relevant wake characteristics are estimated at each time-step. This part of the FLORIDYN model is shown in the lower-left block in the FLORIDYN model scheme in Figure 5.1. The several sub-blocks of this part of the model are each explained in subsections. First, in order to find the dimensions and positions of the wake zones, the deflection and expansion properties are estimated (Section 5.2.6.1). Then, the velocity profile in the wake is estimated in several steps (Section 5.2.6.2), which results in the estimated velocity \(u_{t,z,p}\) at each TrP, which is an input to the wake propagation model (cf. eq. 5.4). Finally, from the wake characteristics, the effective velocities at the downstream turbines are estimated, cf. Section 5.2.6.3.

Each of the blocks is based on the static FLORIS model previously presented in Chapter 4. Therefore, all the relations in this part of the model are static (nonlinear) mappings, i.e. the estimated wake properties at a TrP at a time \(k\) are calculated from the locally effective input variables \((U_{t,z,p}, a_{t,z,p} \text{ and } \gamma_{t,z,p})\) at \(k\) only. Therefore, in this section we will omit the time index \(k\) in the notations.

#### 5.2.6.1. Deflection and Expansion of the Wake Zones

From the locally effective yaw angle \(\gamma_{t,z,p}\) and axial induction \(a_{t,z,p}\) at a TrP \(p\) in wake zone \(z\) of turbine \(t\), the model calculates the spatial lay-out of the wake zones at that TrP in terms of its deflection and expansion relative to the turbine rotor disk. The wake deflection is described as the cross-wind translation of a wake zone centerline, and then the expansion is described relative to that centerline, after which the positions of two wake zone boundary points and a wake zone mid-point, are defined.
Wake centerline deflection  The crosswind position of the centerpoint of the total wake at TrP \( p \), denoted as \( y_{C,t,z,p} \), is calculated as:

\[
y_{C,t,z,p} = y_t(t) + \Delta y_{w,\text{rotation}}(\Delta x_{t,z,p}) + \Delta y_{w,yaw}(\Delta x_{t,z,p}, y_{t,z,p}, a_{t,z,p}, D_T(t))
\]  

(5.8)

where \( y_t(t) \) is the cross-wind position of the turbine \( t \), and where the following functions define the rotor rotation-induced and yaw-induced wake deflection, as a function of \( \Delta x_{t,z,p} = x_{t,z,p} - x_t(t) \), the down-wind distance from the turbine, and \( D_T(t) \) the rotor diameter of the turbine:

\[
\Delta y_{w,\text{rotation}}(\Delta x) = a_d + \beta_d \Delta x
\]

\[
\Delta y_{w,yaw}(\Delta x, y, a, D_T) = \frac{\tilde{C}_T(a,y)}{\left[\frac{2q_d \Delta x}{D_T}+1\right]^4} + \frac{\tilde{C}_T(a,y)D_T}{30q_d}
\]

(5.9)

where \( \tilde{C}_T(a,y) = \frac{1}{2} \cos^2(\gamma) \sin(\gamma) [4a[1-a]] \)

with coefficients \( a_d, \beta_d \) and \( k_d \) as model parameters. We refer to the FLORIS model description in the previous chapter, Section 4.3.3, for the derivation of the above functions.

Main wake zone expansion  The diameters of the three main wake zones (near wake, far wake and the mixing zone), are denoted as respectively \( D_{w,n}, D_{w,f}, D_{w,m} \), cf. Figure 5.2. Similar to the FLORIS model (cf. Section 4.3.4), the zone diameter at a TrP with a downstream distance from the turbine \( \Delta x_{t,z,p} \), is given by:

\[
D_{w,*}(\Delta x_{t,z,p}) = \max\left(D_T(t) + 2k_e m_{e,*}\Delta x_{t,z,p}, 0\right) \text{ with } * = n, f, \text{or } m
\]

(5.10)

where parameters \( m_{e,n}, m_{e,f}, m_{e,m} \), \( k_e \) are coefficients defining the expansion of the main zones, relative to the total wake expansion rate \( k_e \). As in the FLORIS model, the parameter \( m_{e,n} \) is typically set to a negative value, such that the near wake zone contracts over distance, and the other expansion factors are set \( 0 < m_{e,f} < 1 \) and \( m_{e,m} = 1 \), such that the far wake zone expands, and \( k_e \) defines the expansion of the outer mixing zone.

Wake zone boundary- and mid-points  Using the main wake zone diameters at each TrP, the model finds the local position of an inner boundary point \( (x_{t,z,p}, y_{l,t,z,p}) \), an outer boundary point \( (x_{t,z,p}, y_{O,t,z,p}) \), and a mid-point \( (x_{t,z,p}, y_{M,t,z,p}) \), of the wake zones 1 to 6 (cf. Figure 5.3), as follows:

\[
\begin{align*}
y_{l,t,1,p} &= y_{C,t,1,p}, & y_{O,t,1,p} &= y_{C,t,1,p} + \frac{1}{2}D_{w,n}(\Delta x_{t,z,p}), \\
y_{l,t,2,p} &= y_{C,t,2,p}, & y_{O,t,2,p} &= y_{C,t,2,p} - \frac{1}{2}D_{w,n}(\Delta x_{t,z,p}), \\
y_{l,t,3,p} &= y_{C,t,3,p} + \frac{1}{2}D_{w,n}(\Delta x_{t,z,p}), & y_{O,t,3,p} &= y_{C,t,3,p} - \frac{1}{2}D_{w,n}(\Delta x_{t,z,p}), \\
y_{l,t,4,p} &= y_{C,t,4,p} - \frac{1}{2}D_{w,n}(\Delta x_{t,z,p}), & y_{O,t,4,p} &= y_{C,t,4,p} + \frac{1}{2}D_{w,f}(\Delta x_{t,z,p}), \\
y_{l,t,5,p} &= y_{C,t,5,p} + \frac{1}{2}D_{w,f}(\Delta x_{t,z,p}), & y_{O,t,5,p} &= y_{C,t,5,p} - \frac{1}{2}D_{w,m}(\Delta x_{t,z,p}), \\
y_{l,t,6,p} &= y_{C,t,6,p} - \frac{1}{2}D_{w,f}(\Delta x_{t,z,p}), & y_{O,t,6,p} &= y_{C,t,6,p} + \frac{1}{2}D_{w,m}(\Delta x_{t,z,p}), \\
y_{M,t,z,p} &= \frac{1}{2}(y_{l,t,z,p} + y_{O,t,z,p}) \text{ for all } z \in \{1, \ldots, 6\}
\end{align*}
\]

(5.11)

These different points can then be used to test how the wake zones overlap at different TrPs, which is relevant for estimating the wake velocities, as described in the next subsection.
In the FLORIS model, the velocity deficit in the wake zones decayed quadratically with the expansion of the wake (cf. Section 4.3.5), as in the Jensen model (Jensen, 1984; Katić et al., 1986). Because in the FLORIDYN model also the velocity profile closer to the rotor is relevant (in order to calculate the propagation delays), we extend this description with an arctangent function as a velocity correction factor. This factor models the gradual reduction of velocity as the flow passes the rotor, and it is based on the method in Torres et al. (2010) and the velocity profiles found in Annoni et al. (2014b). The factor goes to 1 further downstream. This leads to the following formulation for the velocity at a TrP in the wake zone of a turbine:

\[
\begin{align*}
    r_{t,z,p} &= 2a_{t,z,p} \left[ \frac{1}{2} + \tan^{-1} \left( \frac{\Delta x_{t,z,p}}{\pi D_T(t)} \right) \right] \frac{D_T(t)}{D_T(t) + 2k_e m_{U,z}(\gamma_{t,z,p}) \Delta x_{t,z,p}} \\
    u_{t,z,p} &= U_{t,z,p} \left( 1 - r_{t,z,p} \right) 
\end{align*}
\]

(5.12)

(5.13)

The coefficients \( m_{U,z} \) define how quickly the velocities recover to the free-stream velocity \( U_{t,z,p} \) in different zones, as the distance to the rotor \( \Delta x_{t,z,p} \) increases. Similar to the FLORIS model, these coefficients are adjusted for the rotor yaw angle as follows:

\[
m_{U,z}(\gamma_{t,z,p}) = \frac{M_{U,z}}{\cos(\alpha_U + \beta_U \gamma_{t,z,p})} 
\]

(5.14)

where we set \( M_{U,1} = M_{U,2} = M_{U,n}, M_{U,3} = M_{U,4} = M_{U,l} \) and \( M_{U,5} = M_{U,6} = M_{U,m} \), so that the parameters \( M_{U,n}, M_{U,l}, M_{U,m} \) define the wake recovery rate for the main wake zones (near, far, and mixing zone), relative to the \( k_e \) factor, and parameters \( \alpha_U \) and \( \beta_U \) define how the recovery rates are adjusted for yaw offsets.

Combining wakes to find velocities in overlapping wakes For all the TrPs \( p \) in a wake zone \( z \) of a certain turbine \( t \), we can calculate the velocity reduction factors induced by that turbine \( t, r_{t,z,p} \). To consider the case in which wakes of multiple turbines overlap with a certain TrP, we have to combine the reduction factors of several turbines. Because the TrPs in one wake might be located in different downwind positions \( x \) than in another wake, we apply an interpolation to find all the effective reduction factors of the different turbine wakes overlapping with a certain TrP. The effective (interpolated) reduction
factor at a TrP \( p \) in a wake zone \( z \) of a turbine \( t \), of a different wake zone \( \tilde{z} \) of a different turbine \( \tilde{t} \), is denoted as \( r(\tilde{t}, \tilde{z}; t, z, p) \). We find \( r(\tilde{t}, \tilde{z}; t, z, p) \) by interpolating the reduction factor of the two nearest TrPs (in the upwind and downwind direction) in the wake zone \( \tilde{z} \) of turbine \( \tilde{t} \) (cf. Figure 5.4). We use the notation \( \text{upstr}(\tilde{t}, \tilde{z} \rightarrow t, z, p) \), for the index of the nearest upwind TrP belonging to the wake zone \( \tilde{z} \) of turbine \( \tilde{t} \). The nearest downstream TrP in zone \( \tilde{z} \) of turbine \( \tilde{t} \) then is \( \text{upstr}(\tilde{t}, \tilde{z} \rightarrow t, z, p) + 1 \). This results in the following interpolation:

\[
r(\tilde{t}, \tilde{z}; t, z, p) = f_{\text{int}}(r; \tilde{t}, \tilde{z} \rightarrow t, z, p)
\]  

(5.15)

where \( f_{\text{int}} \) is a linear interpolation operator, which for some variable \( \xi \) defined at each TrP is given by:

\[
f_{\text{int}}(\xi; \tilde{t}, \tilde{z} \rightarrow t, z, p) = \frac{x_{\tilde{t}, \tilde{z}, \text{upstr}(\tilde{t}, \tilde{z} \rightarrow t, z, p) + 1} - x_{\tilde{t}, \tilde{z}, \text{upstr}(\tilde{t}, \tilde{z} \rightarrow t, z, p)}}{x_{\tilde{t}, \tilde{z}, \text{upstr}(\tilde{t}, \tilde{z} \rightarrow t, z, p) + 1} - x_{\tilde{t}, \tilde{z}, \text{upstr}(\tilde{t}, \tilde{z} \rightarrow t, z, p)}} \xi_{\tilde{t}, \tilde{z}, \text{upstr}(\tilde{t}, \tilde{z} \rightarrow t, z, p) + 1} + \cdots
\]

(5.16)

In a similar way, we interpolate the crosswind positions of the wake zone boundaries \((y_{\tilde{t}, \tilde{z}, p}, y_{\tilde{t}, \tilde{z}, p})\), and use those boundary positions to find out for each TrP, which wake zones of which turbines are overlapping with the wake zone mid-point \( y_{M, t, z, p} \) of at that TrP. For brevity, here we omit the exact conditions which follow from simple geometry, and state that if a TrP \( p \) belonging to the wake zone \( z \) of turbine \( t \) is in the wake zone \( \tilde{z} \) of a turbine \( \tilde{t} \), then the pair \((\tilde{t}, \tilde{z})\) belongs to the set \( \Theta_{t, z, p} \). We can combine the effective reduction factors of each wake to find the velocity at a TrP, through:

\[
u_{t, z, p} = U_{t, z, p} \prod_{(\tilde{t}, \tilde{z}) \in \Theta_{t, z, p}} \left(1 - r(\tilde{t}, \tilde{z} \rightarrow t, z, p)\right)
\]

(5.17)

The overlap conditions are thus checked at the wake zone mid-point \((x_{t, z, p}, y_{M, t, z, p})\) of each TrP, and for simplicity it is assumed that the velocity \( u_{t, z, p} \) determined at that
mid-point, then is constant across crosswind direction, such that the boundary points \((x_t, z_p, y_{t,z,p})\) and \((x_t, z_p, y_{t,z,p})\) move parallel to the mid-point (cf. Figure 5.3).

### 5.2.6.3. Calculation of Effective Velocities at Downstream Turbines

Through the above modeling steps, a two-dimensional description of the velocity profile at the hub-height of the turbines is obtained, that is used to calculate the propagation of the wake zones through the wind field. This description includes the location of the wake zones at the hub-height. For the calculation of the effective wind velocity at the turbines, the overlap method of the FLORIS model (Section 4.3.6) is adopted, that is based on the cross-sectional profile of the wakes at the turbine rotors, rather than on the hub-height profile. Similar to the modeling steps above, the effective wind speeds at the rotor are estimated by combining the effect of the wake zones on the free-stream velocity. First the interpolation function \(f_{\text{int}}\) is used to find the set of delayed free-stream velocities \(U\) for each wake zone \(\tilde{z}\) of the turbines \(\tilde{t}\) upstream of turbine \(t\), at the location of the rotor plane of \(t\). Since the TrPs with index \(p \neq 1\) are always located in the rotor plane, we can find these interpolated velocities, denoted as \(U_{(\tilde{t}, \tilde{z} \rightarrow t)}\), as follows:

\[
U_{(\tilde{t}, \tilde{z} \rightarrow t)} = f_{\text{int}}(U; \tilde{t}, \tilde{z}, t, 1, 1) \tag{5.18}
\]

To find the effective free-stream velocity for each turbine \(t \in \mathcal{D}\) we weigh each of the delayed free-stream velocities by the overlap area of the corresponding wake zones \(\tilde{z}\) of other turbines \(\tilde{t}\) with the rotor of turbine \(t\), denoted by \(A_{\tilde{t}, \tilde{z} \rightarrow t}^{\text{overlap}}\) (see Figure 5.5). For the part of the rotor that is not overlapping with any wake (with area \(A_t^{\text{noOverlap}}\), we use the delayed free-stream velocity in zone 7 of the upstream turbine that is closest to turbine \(t\) in terms of its \(y\)-location:

\[
\text{closest}(t) = \arg \min_{r \in \mathcal{D}; x_T(t) < x_T(t)} \left\{ \left| y_T(t) - y_T(\tilde{t}) \right| \right\} \tag{5.19}
\]

\[
U_T(k) = \sum_{i \in \mathcal{D}; x_T(t) < x_T(t)} \sum_{z=1}^{6} \frac{A_{\tilde{t}, \tilde{z} \rightarrow t}^{\text{overlap}}}{A_T(t)} U_{(\tilde{t}, \tilde{z} \rightarrow t)} + \frac{A_t^{\text{noOverlap}}}{A_T(t)} U_{(\text{closest}(t), \tilde{z} \rightarrow t)} \forall t \in \mathcal{D} \tag{5.20}
\]

Note that the free-stream speeds \(U_T\) for front turbines \(t \in \mathcal{F}\) are estimated based on their own measurements (see Section 5.2.2), while the free-stream speeds for turbines \(t \in \mathcal{D}\) estimated through equation (5.20) are fed back to the state-space delay model (eq. (5.5)), such that the free-stream wind speed measurements are essentially passed on from turbine to turbine through the wakes of the different turbines. Using the interpolation function \(f_{\text{int}}\) and a root-sum-square weighting by overlap area, we also can find the effective velocity reduction factor \(r_T(t)\) for each turbine rotor:

\[
r_T(t) = \sqrt{\frac{\sum_{i \in \mathcal{D}; x_T(t) < x_T(t)} \sum_{z=1}^{6} A_{\tilde{t}, \tilde{z} \rightarrow t}^{\text{overlap}}}{\sum_{z=1}^{6} A_T(t)}} \tag{5.21}
\]

with \(r_{(\tilde{t}, \tilde{z} \rightarrow t)} = f_{\text{int}}(r; t, \tilde{t}, \tilde{z} \rightarrow t, 1, 1)\). We then correct the free-stream velocity to find the effective velocity for the turbine:

\[
u_T(t) = U_T(t) [1 - r_T(t)] \forall t \in \mathcal{D} \tag{5.22}
\]
The effective velocities $u_T(t)$ can then be used to calculate the powers of through equation (5.1).

Figure 5.5: Cut-through of wake at a turbine rotor plane, showing the different overlap areas. The colors of the overlapping wake relate to the different wake zones as shown in Figure 5.2.

We have now described each part of the FLORIDYN model (gray parts in Figure 5.1). The model uses the measured electrical power production of the front turbines, in order to estimate the free-stream inflow velocity to the wind plant, and then uses control settings of each turbine, to estimate the hub-height flow field propagating through the plant, and the powers at the downstream turbines. In the next Section 5.3, we will perform a case study in which we compare the FLORIDYN model prediction with SOWFA simulation results, for a particular set of tuned model parameter values. Then, in Section 5.4, we will apply a Kalman filter to the FLORIDYN model (red parts in Figure 5.1) that also uses the power of the downstream wind turbines in order to correct the flow field.

5.3. Simulation case study

Figure 5.6 and 5.7 show the results of a case study in which we simulate a small wind plant in three different ways:

- a high-fidelity 3D large-eddy simulation with the Simulator for On/Offshore Wind Farm Applications (SOWFA) (cf. Section 1.2.4.1, and Churchfield et al. (2012a); Fleming et al. (2013b))

- a simulation of the same wind plant with the FLORIDYN model, with the parameters of the model tuned to provide a good match with the SOWFA data (the model parameters are listed in Table 5.2)

- calculation of steady-state (SS) solution of the FLORIDYN model, which would be comparable with the predictions that the static FLORIS model would provide
The simulated wind plant consists of 2 rows with 3 NREL 5-MW baseline turbines (Jonkman et al., 2009) each, with a 5 rotor diameter (5D) spacing in the row direction, and 3D in the column direction. The turbine rows are rotated 5 degrees with respect to the wind direction. In the SOWFA simulations, an inflow with a 6% turbulence intensity and an 8 m/s mean velocity is used (see the case study in Section 4.5 for more details on the setup). After 400 s, the yaw angles of upstream turbines are misaligned with the incoming wind direction, in order to redirect the wakes away from the downstream turbines. The first 300 s of the simulation results are not shown in Figure 5.6 and 5.7, since in the time interval 0-300 s in the SOWFA simulation the wakes are developing, which is not representative of normal operation in a wind plant.

In the tuning of the FLORIDYN model, the time interval $\Delta T$, was set to 5 s (a smaller time interval just increases calculation time without improving the fit with the SOWFA data). Then, the total number of TrPs was set at $N_p = 80$, large enough such that the last TrP in each wake zone is behind the last turbine in the row at all times during the simulation (note that the strings of TrPs get shorter if the velocity in the wake reduces). Further, the tuning parameters that are directly related to the turbine properties ($\eta$, $p_p$, $\alpha_U$, $\beta_U$) and the wake deflection due to rotation ($a_d$ and $k_d$), as well as the expansion coefficients used to subdivide the wake in wake zones $m_{e,n}$, $m_{e,f}$, $m_{e,m}$, were set to the same values as for the FLORIS model, because there is no clear reason that they should change in a model taking into account the dynamics of wake propagation, and because this also simplifies the tuning problem. The parameters related to the recovery of the wake velocity profile ($k_e$, $M_{U,n}$, $M_{U,f}$, $M_{U,m}$) were changed however, in order to find a better match between FLORIDYN and SOWFA. These parameters were tuned using a pattern search optimization algorithm (MathWorks, 2014) that minimized the total root-mean-square error between the turbine power signals, resulting in the settings listed in Table 5.2. The pattern search algorithm showed to be a robust way of optimizing the parameters, but alternative methods of optimization may provide faster convergence.

In Figure 5.6, it can be seen that:

- The FLORIDYN model gives an overall better fit to the SOWFA-predicted turbine electrical power production data of the downstream turbines than the SS solution, with the exception of turbine 6. Specifically, in the 400-600 s time range, when the effects of the yaw angle changes propagate through the wind field, the FLORIDYN model will perform better. In Figure 5.7, it can be seen both in the SOWFA- and in the FLORIDYN-predicted flow-fields, that in response to the yaw change, first the part of the wake closer to the rotor will be redirected and then gradually the part further downstream. The SS solution does not include these transient effects.
5.4. USING A KALMAN FILTER TO CORRECT THE PREDICTED VELOCITY FIELD

The FLORIDYN model describes the velocity profile in the wakes of turbines. Although the ensemble-average effect of turbulence\(^1\) on the wake recovery is included through a parametric model of the wake velocity profile, the local fluctuations as a result of turbulence are not included, and it is beyond the scope of this work (the development of a simplified, control-oriented dynamic wind plant model) to include a detailed turbulence model. In the case study in Section 5.3, we have seen that there is error between the FLORIDYN-predicted output, and the SOWFA-predicted output, which to some extent can be attributed to turbulence in the flow field. In control engineering, Kalman filters are widely used to reconstruct the state of models from measured data, under the

---

\(^1\)In turbulent flows generated under the same conditions, the basic behavior in terms of statistical properties will not change between repetitions of an experiment. The ensemble average is taken across the experiment repetitions to get the underlying mean value. Under the ergodic assumption, the ensemble average is the same as the time-average over a sufficiently long experiment. See also Carley (2011).
Figure 5.6: Predicted power productions and yaw angles in the case study of Section 5.3. After 400s, the yaw angles of the 4 upstream turbine are changed. Compared to the steady-state (SS) solutions, the dynamic FLORIDYN model is able to better predict the characteristics of the power production response of the downstream turbines in SOWFA (especially in the 400-600s time range), as is also seen in the root-mean-square error (RMSE) between the responses. This is caused by the fact that the wake effects have to propagate through the wind field (see also Figure 5.7), resulting in a delayed increase in power after the yaw offsets are applied. These delays are included in the FLORIDYN model, but not in the SS solutions.
Figure 5.7: Predicted flow fields in the case study of Section 5.3, at different time instances. The dots in the FLORIDyn model and the steady-state (SS) results represent the location of the TrPs (mid-point of the wake zones), and the colors represent predicted the local wind speed. While both SOWFA and FLORIDyn predict a deflection of the wake that propagates through the wind field after the yaw change at 400s (the upstream part of the wake deflects first, then gradually the downstream part), the wake in the steady-state model responds instantaneously.
influence of random noise influences, and model inaccuracies (Verhaegen et al., 2007). In this section, it is shown that in order to correct the errors between FLORIDY and SOWFA, we can use Kalman filtering techniques to reconstruct the state of the FLORIDY model, from measurements at the turbine (electrical power production and control settings). Since these are measurements available on a wind turbine, it is expected that the techniques can be extended to application on real wind plants. Further, it is shown that if we focus on correcting the model-predicted velocity field by adjusting the free-stream velocities at different TrPs, the Kalman filter takes on a relatively simple form. This particular Kalman filter is shown as the red sub-block in the right-hand part of the FLORIDY model overview in Figure 5.1. In Section 5.4.1, an explanation of this Kalman filter is provided. A simulation case study of applying this filter is presented in Section 5.4.2.

### 5.4.1. Description of the Kalman Filter for Correcting the Predicted Velocity Field

Equations (5.18)-(5.20) define a time-varying mapping between the free-stream speeds effective at some of the TrPs and the effective free-stream speed at the turbines. We can write this mapping as:

$$\overrightarrow{U_{T,\omega}}(k) = C_U(k) \overrightarrow{U}(k)$$  \hspace{1cm} (5.23)

with $C_U(k)$ a sparse, time-varying matrix, $\overrightarrow{U_{T,\omega}}(k)$ a vector in which all the turbine-effective free-stream speeds at the downstream turbines at time-step $k$, $\{U_T(t,k) \forall t \in D\}$, are stacked, and $\overrightarrow{U}(k)$ a vector in which the free-stream velocities at each TrP in the wind plant, $\{U_{t,z,p}(k) \forall t \in D, z \in \{1,\ldots,7\}, p \in \{1,\ldots,N_p\}\}$, are stacked. Further, we can combine the update equations (5.5) for all wake zones of all downstream turbines $t \in D$ in a system in state-space form:

$$\overrightarrow{U}(k+1) = A\overrightarrow{U}(k) + B_{\omega}\overrightarrow{U_{T,\omega}}(k) + B_{\omega}\overrightarrow{U_{T,\omega}}(k) + \overrightarrow{w}(k)$$  \hspace{1cm} (5.24)

where $A$, $B_{\omega}$ and $B_{\omega}$ are matrices in which the matrices $A$ and $B$ are stacked in block-diagonal form. In the above state-space form, we make a distinction between the input vector consisting of the free-stream velocities effective at the downstream turbines, $\overrightarrow{U_{T,\omega}}$, and the input vector consisting of the free-stream velocities effective at the front turbines, $\overrightarrow{U_{T,\omega}}$. The vector $\overrightarrow{w}$ is a noise process describing the effect of turbulence and model inaccuracy. When combining equations (5.23) and (5.24) we can see the feedback of the free-stream velocities effective at the downstream turbines $\overrightarrow{U_{T,\omega}}$ already mentioned before in Section 5.2.6.3. This leads to the fact that equations (5.23) and (5.24) can be combined in the following closed-loop form:

$$\overrightarrow{U}(k+1) = \tilde{A}(k)\overrightarrow{U}(k) + B_{\omega}\overrightarrow{U_{T,\omega}}(k) + \overrightarrow{w}(k)$$  \hspace{1cm} (5.25)

with:

$$\tilde{A}(k) = A + B_{\omega}C_U(k)$$  \hspace{1cm} (5.26)

We apply Kalman filtering techniques to make corrections on the model-predicted wake velocity profiles using the electrical power production measurements, and the control
settings, at the turbines. We do this by correcting the free-stream velocities \( U_{t,z,p}(k) \) at the different TrPs (the state of the above system). In the model, these free-stream velocities are then adjusted with the wake reduction factors to find the wake velocity profile, using equation (5.17), and using equation (5.22) the velocity effective at the turbines are found. Note that the combination of (5.22) and (5.23) can be written as:

\[
\vec{u}_{T,z}(k) = C_u(k) \vec{U}(k) + \vec{v}(k)
\]  

(5.27)

where \( C_u(k) \) is a sparse, time-varying matrix, \( \vec{u}_{T,z}(k) \) is a vector in which all the turbine-effective wind speeds at the downstream turbines at timestep \( k \), \( \{u_T(t,k) \forall t \in D \} \), are stacked, and where \( \vec{v}(k) \) represents output noise. From measurements at the downstream turbines (power, yaw and axial induction) we can estimate these effective velocities by inverting relation (5.1), and construct the vector \( \vec{u}_{T,z}(k) \). Then using this vector as input, we use a conventional Kalman filter for one-step-ahead prediction of the state of the system with state equation (5.25) and output equation (5.27). We follow the definition of the conventional Kalman filter provided in Verhaegen et al. (2007) (see also Kalman (1960) for the original derivation). When augmented with this Kalman filter, the system is:

\[
\vec{U}(k+1) = \vec{A}(k) \vec{U}(k) + \vec{B}_z \vec{u}_{T,z}(k) + \vec{K}(k) [ \vec{u}_{T,z} - \vec{u}_{T,z} ]
\]  

(5.28)

where at each time-step the Kalman gain \( \vec{K}(k) \) is updated as:

\[
P(k+1|k) = \vec{A}(k) P(k|k-1) \vec{A}(k)^T + Q - \vec{A}(k) P(k|k-1) C_u(k)^T \left( R + C_u(k) P(k|k-1) C_u(k)^T \right)^{-1} \left( \vec{A}(k) P(k|k-1) C_u(k)^T \right)^T
\]

\[
K(k) = \vec{A}(k) P(k|k-1) C_u(k)^T \left( R + C_u(k) P(k|k-1) C_u(k)^T \right)^{-1}
\]

(5.29)

(5.30)

where \( Q \) is the covariance matrix of the noise \( \vec{w} \), and \( R \) the covariance matrix of the noise \( \vec{v} \) (for simplicity we assume the two noise sources \( \vec{w} \) and \( \vec{v} \) are not correlated). If we assume that the noise \( \vec{w} \) describes velocity variations at each TrP as a consequence of turbulence, we can interpret the covariance matrix of \( \vec{w} \) as a matrix that describes the correlation between the turbulence at the different TrPs. Therefore, if we consider the matrix \( Q \) as a tuning parameter, it makes sense to simplify the tuning problem by parameterizing \( Q \) as follows:

\[
Q = \begin{bmatrix}
\vec{Q} & 0 & \cdots & 0 \\
0 & \vec{Q} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \vec{Q}
\end{bmatrix}
\]

with \( \vec{Q} = \begin{bmatrix}
q_0 & q_1 & q_2 & \cdots & q_{N_p} \\
q_1 & q_0 & q_1 & \ddots & \vdots \\
q_2 & q_1 & q_0 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & q_2 \\
q_{N_p} & \cdots & q_2 & q_1 & q_0
\end{bmatrix} \)  

(5.31)

Now, according to the above reasoning, scalar \( q_0 \) can be interpreted as the autocorrelation of the turbulence at each TrP, \( q_1 \) the cross-covariance of the turbulence of one TrP
with its neighbouring TrP, scalar $q_2$ the correlation of the turbulence of two TrPs separated by one other TrP, etc. I.e., under the assumption that the Kalman filter mainly has to correct for homogeneous turbulence, for which the correlations are dependent on the relative distance between the points, rather than on the specific location (Carley, 2011), the matrix $Q$ having the structure above, prescribes how well the turbulence remains correlated over distance. It has to be noted that with this interpretation, the fact that the $Q$ matrix is defined constant, while the inter-TrP distances vary, is considered a further simplification.

### 5.4.2. Kalman filtering case study

In Figure 5.8, the results are shown of applying a Kalman filter in the case study described in Section 5.3. The parameters $Q$ and $R$ used in this case are listed in Table 5.4, they were tuned to minimize the sum of RMSE for each turbine. Two effects can be seen in the results of this case study:

- An overall better fit of the responses can be expected by using the Kalman filter for one-step ahead prediction of the responses.

- Further, a feature of a Kalman filter is that it is able to correct the response to an initial guess of the unknown state of a system in the first part of a simulation by using measured data. The FLORIDYN model without the Kalman filter only uses measurements at the front turbines to estimate the free-stream velocity. Since wake traveling dynamics are slow, the transient response to the initial guess of the free-stream velocity at the downstream turbines are long, and therefore there is a large error in the initial response if the initial guess of the flowfield are not accurate. It can be seen in the responses that the Kalman filter can ensure a more quick mitigation of that error, by using the measured data on the downstream turbines to ‘reconstruct’ the velocity field in the downstream part of the wind plant.

As an illustration of the Kalman filtering process, in Figure 5.9 the corrections are shown that the filter performs on the free-stream velocity at the different TrPs upstream of the turbine.

### 5.5. Application of the FLORIDyn model for optimized yaw control

In this section, we give a case study of how a dynamic control-oriented model of the wake effects such as the FLORIDYN model can be used to optimize the control of the wind plant. By optimizing the control signals based on the predictions provided by the FLORIDYN dynamic model, rather than on a steady-state model, we account for delays in the wake effects.

In this case-study, we consider a scenario in which three turbines are placed in a line that is $5^\circ$ offset from the the wind direction, with a 5 rotor diameter spacing. After 200s of simulated time, we simulate a short scheduled shut-down of the second turbine through
Figure 5.8: Result of the case study with the Kalman Filter described in Section 5.4: predicted power productions, and yaw angles. With the Kalman filter enabled, corrections on the flow field can be performed based on the measured data (see also Figure 5.8), that result in a better fit the data when compared to the FLORIDyn model without these corrections. Also, the initial state of the flow field can be reconstructed from the measurements, which results in a much better fit in the initial response.
Table 5.4: Specification of the $Q$ and $R$ parameter values used in the Kalman filter in the case study of Section 5.4. The $N_t$ by $N_t$ identity matrix is denoted by $I_{N_t \times N_t}$, so matrix $R$ is a diagonal matrix. Matrix $Q$ is parameterized as in eq. 5.31, with $q_i$ values as listed above.

\[
R_{0.88I_{N_t \times N_t}} \quad q_0 \quad q_1 \quad q_2 \quad q_3 \quad q_4 \quad q_i \text{ for } 5 \leq i < N_P
\]

Figure 5.9: Result of the case study with the Kalman Filter described in Section 5.4: at different time instances in the simulation, it is shown for each TrP which correction on the free-stream velocity is applied by the Kalman filter.
blade feathering, by setting the axial induction of that turbine to zero for 200s. It has to be noted that this is an unrealistic reduction of axial induction, which just serves for a proof of the control concept. We aim to optimize the time sequence of yaw settings of the turbines for increased electrical energy production, by taking into account the wake traveling dynamics. To keep the optimization computationally efficient, we use physical reasoning to parameterize a solution for the optimization problem and reduce the parameter search space. We know that if the second turbine in the row will not extract power anymore, the front turbine can decrease its yaw angle to increase power extraction, since it does not have to steer away its wake from the next downstream turbine 2, but from turbine 3 that is standing further downstream. Further, we can assume that turbine 1 will adjust its yaw some time before turbine 2 pitches to feather, because the wake effect of the yaw change of turbine 1 will reach the downstream turbines with some delay. We let turbine 1 respond to a reference by yawing with a maximum rate of $1^\circ/s$, and we restrict to positive yaw angles. If we prescribe that turbine 1 will adapt by making a step change on its yaw reference setting, and stepping back to its original yaw setting later, we can parameterize the solution using three parameters:

- $\Delta \gamma_T(1)$, the size of the yaw reference step change of turbine 1,
- $k_1$, the time-step at which turbine 1 makes the yaw reference step change,
- $k_2$, the time-step at which turbine 1 steps its yaw back to the initial settings.

Note that using the above notions, we can prescribe the following constraints on the optimization parameters $\Delta \gamma_T, k_1, k_2$:

$$
\begin{align*}
-\gamma_T(1,0) &< \Delta \gamma_T(1) < 0 \\
0 &< k_1 \Delta T < 200 s \\
k_1 \Delta T &< k_2 \Delta T < 400 s
\end{align*}
$$

(5.32)

where $\gamma_T(1,0)$ is the initial yaw setting of a turbine 1, and $\Delta T$ the sample time. First, we search for the initial yaw settings for each turbine, which are the optimized yaw setting for steady-state operation with the axial induction of all the turbines at a constant $a_T = 1/3$. We perform an exhaustive grid search for these optimal initial yaw settings using the FLORIS model, with an incremental step of $0.5^\circ$ for each yaw setting, and find that they are $\gamma_T(1,0) = 9.5^\circ$ for the front turbine, $\gamma_T(2,0) = 19.5^\circ$ for the middle turbine, and $\gamma_T(3,0) = 0^\circ$ for the back turbine. Then, in the next step we use the model to perform the optimization of parameters $\Delta \gamma_T(1), k_1, k_2$ of the adaptive yaw control sequence, with maximum total electrical energy production in the control horizon as the objective. We again perform an extensive grid search but in each parameter set evaluation we now simulate the dynamic system response to a particular yaw reference sequence with the FLORIDYN model. In each of these simulations, we use a time-step $\Delta T = 5s$, and a total simulated time of 600s. The grid search of the solution space prescribed by the inequalities (5.32), is first performed with an incremental step of 5 on $k_1$ and $k_2$ (i.e. 25s) and $2^\circ$ on $\Delta \gamma_T(1)$, then the parameter search grid is refined around the optimal solution to incremental step of 1 on $k_1$ and $k_2$ (5s) and $1^\circ$ on $\Delta \gamma_T(1)$. A total of 735 FLORIDYN simulations are needed to search the parameter space in this way. On average it takes 0.51s to evaluate a FLORIDYN simulation of the case in a MATLAB implementation on a 1.6
5. A CONTROL-ORIENTED DYNAMIC MODEL FOR WAKES IN WIND PLANTS

Figure 5.10: Result of the control case study described in Section 5.5: turbine yaw angles (top) and predicted power productions (middle) for the case where an optimized adaptive yaw control sequence is used, and a case where the yaw is held constant. Also shown is the cumulative difference in energy production than can be gained from using the adaptive yaw control instead of the constant yaw control for the simulated scenario.
Initially, the yaw of T1 is set to reduce wake overlap with T2 and T3.

The yaw of T1 is reduced already before T2 is pitched to feather...

...such that the wake effects of T1 will reach T2 when T2 pitches...

...then the wake overlap of T1 with T2 increases, but this does not affect total power since T2 is switched off.

The wake overlap of T1 with T3 remains small at all times. T1 already starts to yaw back already before T2 pitches...

...such that the wake overlap of T1 with T2 will reduce again.

Figure 5.11: Wake velocity profiles predicted by FLORIDyn for the adaptive yaw control case described in Section 5.5 (left), colored dots are TRPs, grey lines are wake zone boundaries. Also, a short description is provided of the different steps in the adaptive yaw control procedure (right).
GHz PC, yielding a total calculation time of 375s to perform the parameter search. In Figure 5.10 the resulting optimized yaw sequence, as well as the resulting turbine power responses as predicted by the FLORIDYN model are shown (this case is referred to as ‘adaptive yaw’), and compared to the case where the yaw settings of each turbine are held constant throughout the simulation and thus does not adapt to the shutdown of turbine 2 (‘constant yaw’). Further the difference in cumulative electrical energy production between the adaptive yaw control and the constant control is plotted. It can be seen that a relatively small amount of energy production increase (0.19% of the total energy production) can be gained by the fact that turbine 1 reduces its yaw angle. Turbine 1 yaws at a time interval that is earlier than the interval of the shutdown of turbine 2, such that the wake traveling delays in the systems are accounted for. Figure 5.11 shows the wake velocity profiles predicted by FLORIDYN for the adaptive control case, with a short description of the different steps in the adaptive yaw control procedure.

5.6. DISCUSSION, CONCLUSIONS AND FUTURE WORK

The results from the case studies are promising: FLORIDYN is an extension of the steady-state FLORIS model to include the dynamics of the wake propagation, that is able to provide a prediction of the wind plant dynamic response with reasonable accuracy when compared to the results from SOWFA (a high-fidelity CFD model). An important feature is that no additional tuning parameters were introduced in the part of the model that describes the wake expansion and recovery properties, and only two new parameters were introduced in the state-space wake propagation model, such that the tuning process is not further complicated to a large extend.

The wake propagation effects are for a large part described by a linear state-space model. This allowed the development of a (linear) observer based on a Kalman filter using conventional techniques. The filter makes corrections on the velocities in the wind field to account for model inaccuracies and smaller-scale turbulence effects, based on measured power data from the turbines.

A control example was provided in which it is shown that the scheduling of the yaw settings can be optimized by taking into account dynamic effects in the wakes, mainly consisting of delays that are dependent on the wake velocity profile. However, we did not demonstrate a large increase of wind plant performance by going from control optimization based on a steady-state model, such as the FLORIS model, to a dynamic model, such as the FLORIDYN model.

Based on this experience, we expect the main benefit of using a control-oriented dynamic wake model is that the parameters of such a model can be optimized based on the dynamic response of the wind plant (like was done for the case study in Section 5.3), while a static model, such as the FLORIS model, is tuned based on time-averaged data of a period in which the wakes are fully propagated through the wind plant (see the procedures described in Section 4.2 and 4.3.7). This could be an important benefit when applying model-based control optimization on a real wind plant with continuously changing conditions.
A key requirement for enabling online optimization of the control, is a low computational cost of the internal model of the controller. In the control case study, the relatively low computational cost of the FLORIDYN model, allowed us to do an extensive search for the optimized yaw sequence. As mentioned before, still there is a relatively high computational cost when compared to FLORIS, because of the interpolation steps that are needed to evaluate the dynamics of the interaction between wakes. Therefore, more efficient optimization strategies should be explored in order to reduce the computation time of finding the optimized yaw settings. Also possibly the computational cost of FLORIDYN can be further reduced by using alternative ways to model the dynamics of the interaction, or simply by generating a more efficient implementation of FLORIDYN in compiled code.

That said, this work is only a first exploration into the use of a control-oriented parametric model of wind plant dynamics based on heuristic description of the wake dynamic properties. The simulation examples provided in this chapter provide a proof of concept, but they should be further validated. We recommend the following future developments for the FLORIDYN model (or similar control-oriented dynamic wake models):

- Gathering validation data from relevant and realistic scenarios with changing wind conditions from high-fidelity models like SOWFA, or with a real wind plant. One of these scenarios should be a changing wind direction. This is a substantial task, given the computational costs of high-fidelity models, and the uncontrollable nature of the conditions in real wind plants. It has to be investigated to which extend a simulation environment like SOWFA, in which the inflow conditions are generated in a highly-controlled fashion, is able to mimic the real-world changing inflow scenarios, so that repeated simulation experiments can be performed with different control strategies, under realistic conditions.

- Further validation of the FLORIDYN model, and developing extensions to include, for example, changing wind directions and wake meandering.

- The further development of observers for the model. Most importantly in our view, for further controls development, an observer should be developed that automatically updates the wake parameters of the model under changing flow conditions (turbulence, atmospheric stability) based on data measured at the turbines. Also, a possible extension is the development of an observer that corrects the centerline position of the wake to account for wake meandering effects. An example of the latter concept, consisting of a particle filter that estimates the wake centerline position based on measured turbine data, is provided in Fleming et al. (2014a).

- The exploitation of the model structure (a linear time-invariant state-space model combined with a nonlinear static feedback term) in the calculation of optimized control sequences, and/or the development of a more computationally efficient implementation of the model, to come to a control scheme for online optimization of the yaw-settings based on the predictions of the dynamic model.

- Exploring the possible benefits of an adaptive dynamic model-based control strat-
egy in terms of its effect on energy yield of the wind plant, and loads on the individual turbines, in realistic wind scenarios and fault scenarios. As mentioned before in the case study provided in Section 5.5, there is only a small beneficial effect from using a dynamic model for model-based control, rather than a static model, but under time-varying conditions (e.g. a changing wind direction) the ability to perform dynamic control of the flow in the wind plant may be more essential.
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CONCLUSIONS AND RECOMMENDATIONS

In this chapter, the main conclusions of the research presented in this thesis, are summarized (Section 6.1), and recommended directions for future research are presented (Section 6.2).

6.1. CONCLUSIONS

In this thesis two research objectives have been addressed: the evaluation of the potential of the control degrees-of-freedom of the wind turbine to affect the interaction effect between the turbines, and the development of data-driven algorithms for the optimization of those control settings in order to improve wind plant performance. Below, the conclusions on each of the objectives are presented.

6.1.1. EVALUATION OF WIND TURBINE CONTROL DEGREES-OF-FREEDOM FOR WAKE CONTROL

As a general conclusion, high-fidelity simulation results show that there is more potential for yaw-based wake redirection wind plant control than for axial-induction-based wind plant control, to improve wind plant performance. Yaw-based control is predicted to yield a 1.1% electricity production increase on an annual basis, on a full-size offshore wind plant, which is considered a significant contribution towards the goal of reducing the cost of wind energy.

axial-induction-based control The results of SOWFA high-fidelity simulations of a two-turbine setup in conditions with low ambient turbulence conditions, in Chapter 2, show
that axial-induction-based control techniques, using adaptation of generator torque and
collective blade pitch, has no potential to increase electrical power production, because
wake expansion makes that much of the energy added to the flow by the control chan-
ges, is lost to the atmosphere. In Chapter 3, a better potential of these techniques on
a full-size wind plant (1.4% electricity production increase on an annual basis) is pre-
dicted using the Jensen engineering model, but it should be noted that further research
(Annoni et al., 2014a) indicates that there is a significant discrepancy between the pre-
dictions of the SOWFA high-fidelity model, and engineering models in predicting the
results of axial-induction-based control.

**Wake redirection control**  In Chapter 2 and 4, yaw control has been shown to be suc-
cessful at inducing wake redirection and increasing the total power production of small
wind plant setups, simulated with the low ambient turbulence conditions in SOWFA. In
these simulations, both increases and reductions of fatigue loads result from yaw-based
wake redirection, depending on the settings used, but the load increases can partly be
mitigated by the use of standard load-reducing IPC. With optimized yaw settings, signif-
ificant fatigue loads reductions could be achieved on a small wind plant setup. Based on
the FLORIS data-driven model, a 1.1% electricity production increase is predicted on an
annual basis, through using yaw-based wind plant control on a full-size offshore wind
plant (the Princess Amalia Windpark).

### 6.1.2. Data-driven methods for wind plant control

The main conclusion with respect to the development of wind plant control algorithms,
is that data-driven methods are needed in order optimize the control settings for the
specific ambient conditions in which the wind plant is operating, and that in developing
these data-driven methods, the time-efficiency of the control method has to be taken
into account in order to enable real-time implementation on the wind plant, in which
special attention has to be paid to the wake propagation delays between the turbines.

Two main approaches for the development of time-efficient data-driven wind plant
control, were taken in this thesis: direct data-driven control development (control set-
tings optimization directly based on measured data), and data-driven model-based con-
trol development (control optimization based on models for which the parameters are
identified from measured data).

**Direct data-driven control**  In order to develop direct data-driven methods for real-
time wind plant control, the wake propagation delays between turbines have to be taken
into account in order to evaluate the time-efficiency of the optimization. Significant
improvement of the time-efficiency can be achieved by using knowledge of the plant
lay-out in the control strategy. This was demonstrated in Chapter 3, where it was shown
that gradient-based axial-induction-based control optimization techniques with a dis-
tributed approach in which the effect on neighboring turbines is taken into account only,
have a much faster convergence of the power optimization than is achieved with an existing method with full communication between the turbine.

**data-driven model-based approaches** In Chapter 4, a data-driven model-based wind plant control strategy was presented to optimize the yaw settings of each turbine in the plant with the objective of electricity production increase. The optimization is based on predictions provided by a newly developed control-oriented model (FLORIS) that predicts the effects of the settings on the steady-state wake deflection and velocity deficit. The FLORIS model has a relatively small number of parameters that can be identified using time-averaged electrical power measurements of the different turbines in the wind plant (a gray-box system identification approach). The model is computationally efficient enough to enable real-time online wind plant control optimization, using a game-theoretic search method.

In Chapter 5, the model was further extended to include dynamics of the wake propagation delays between the turbines, which are dependent on the velocity field in the wake. A feedback structure with a linear state-space model could be used to describe the propagation of changes in the wake through the wind field, and only two model parameters were needed to include these dynamics, such that the tuning process is not further complicated to a large extend. This model structure allowed the development of an observer that uses Kalman filtering to correct the flow field velocities on the basis of power measurements at the turbines. A relatively small increase of wind plant performance can be gained by going from yaw control optimization based on the steady-state model to yaw control based on the dynamic model. Therefore, it is expected that the main practical benefit of including the dynamics lies in the fact that the gray-box system identification can be performed directly on the basis of the dynamic responses of the wind plant, rather than based on time-averaged data, which is a benefit when applying data-driven model-based control on a real wind plant with continuously changing ambient conditions.

### 6.2. Recommendations

In this section, general recommendations are given for future research in the field of wind plant control are provided. For more specific recommendations, we refer to the different chapters, in which more detailed suggestions for future work on the methods presented in this thesis, are made.

With respect to the further evaluation of the control degrees-of-freedom to affect the wake properties, recommended future work aims at determining the influence of ambient atmospheric conditions (inflow turbulence, atmospheric stability, surface roughness) on the ability to affect the wake interaction effects. Because turbulence promotes wake recovery, it seems apparent that the level of ambient turbulence is negatively correlated with the potential of wind plant control to improve wind plant performance, but the exact influence is not quantified yet. Ongoing research in axial-induction-based control by Annoni et al. (2014a) also proposes extensions to the FLORIS model in order to
take into account the effect of control settings themselves on turbulence and wake recovery, and this is shown to be crucial in evaluating the potential of axial-induction-based wind plant control.

With respect to direct data-driven methods, the main challenge for future work is to test these techniques in more realistic simulation scenarios, or on a real wind plant. Wind scenarios in which there is a change of wind direction, are especially interesting, since in wind plants the wake interaction effects are sensitive with respect to wind direction. Special-purpose filtering techniques are to be developed that remove the distortions caused by small-scale turbulence in the measurements that the direct data-driven methods use.

For the further development of control-oriented data-driven wind plant model, three ‘paths’ can be chosen:

1. Extending parametric engineering wake models such that they emulate control-relevant features of the wake, as in Chapter 4 and 5. The parameters are to be found from high-fidelity, validated CFD models or measured data from a real wind plant (gray-box system identification), and should be scheduled with the specific ambient conditions.

2. Obtaining wake interaction models through black-box system identification; the identification experiments should be repeated for different ambient conditions, and the resulting models should be combined (scheduled), to describe a full range of ambient conditions.

3. Developing wind plant models from a starting-point in which Navier-Stokes CFD models are converted to control-oriented models (through simplification, projection, and order-reduction steps) for use in observer and controller synthesis.

With respect to path 1, a control-relevant feature of the wake that is not treated in detail in the wind plant models presented this thesis, are the wake meandering motions. Although on large-scale wind turbines, the yaw control degree of freedom is a relatively slow control degree-of-freedom that deals with the large inertia of the rotor, and is therefore not likely to be suited for compensation of the wake meandering motions, still meandering could be taken into account as an uncertainty in the wake position, when developing a robust control framework. In the static FLORIS model, only the time-averaged effects of wake meandering are taken into account as an increased wake expansion. In a dynamic wake propagation model such as FLORIDYN however, the wake meandering should be taken into account, especially when designing an observer that estimates the wake state from measured data (Fleming et al. (2014a) presents an interesting particle filter approach for estimating the wake position from measured data). Further, ongoing research by Annoni et al. (2014a) has aimed at including the effects of wake overlap in longer rows of turbines, on wake recovery. For further controls development, an observer should be developed that automatically updates the wake parameters of the model under changing flow conditions (turbulence, atmospheric stability) based on data measured at the turbines. When it comes to the model-based control optimization techniques, the applied game-theoretic method has shown to be sufficiently efficient to
enable real-time implementation on a small wind plant setup, but possibly more efficient (gradient-based) optimization schemes are needed to enable real-time control on larger wind plants. While in our simulation examples with yaw control it was shown that load reduction can be a side-effect of energy yield maximization, possibly a more direct approach can be developed in which (limitations on) estimated fatigue loads are taken into account in the model, and in the objective of the optimization.

With respect to path 2, because a lot of system identification experiments need be performed to develop a model for the full range of operational conditions, it is expected that the main value of black-box approaches is in supporting the other paths; black-box system identification could be used for finding specific unknown subsystems, for validation of other models, and possibly for reduction of CFD-based models. In wind plant system identification, it is of interest to exploit knowledge on the lay-out of the wind plant and wind direction measurements, in order to find the topology of the network that describes the turbine-to-turbine wake interactions in the plant. Special-purpose system identification methods for networks with a known topology, such as those presented in Dankers (2014), can then be used. An alternative approach is to use system identification methods that deal with the topology reconstruction of interconnected systems from measured data, such as those presented in Torres Tapia (2014).

Enabling real-time implementation is especially challenging for path 3, since current high-fidelity CFD wind plant models, such as SOWFA, have a large computational complexity, and simplification may lead to significant changes in the prediction, as the study in Annoni et al. (2014b) shows. In this work, special-purpose numerical techniques that enable computationally efficient control synthesis for large-scale distributed systems, such as those presented in Rice (2010), are of interest.

Other ongoing research is aimed at the combined optimization of control and wind plant topology, cf. Fleming et al. (2014c). If wind plant control is applied, the turbines in a wind plant may be placed closer together because the wake interaction effects are mitigated, enabling a further growth of wind plant electrical energy production per given land area.
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SUMMARY

Wind turbines that are clustered in a wind plant, have interaction with each other through the aerodynamics of the wind field in the plant. The aerodynamic interaction effects are caused by the turbine wakes, which are the flow structures that form behind each turbine. The wake is characterized by a reduced flow velocity caused by the extraction of energy from the flow by the turbine, and an increased turbulence intensity caused by the obstruction of the flow by the turbine. The velocity deficits will cause a decrease of power production of turbines standing in the path of a wake of another turbine, and the increased turbulence may increase the loads on those downstream turbines. Wind plant control that takes into account wake interaction effects in the coordination of the control actions of the wind turbines, can enhance the performance of the wind plant, in terms of total electrical energy production, and the loads on the individual wind turbines. Enhancing wind plant performance in this way, will contribute to the reduction of the cost of offshore and onshore wind energy. In this thesis two research objectives have been addressed: one is the evaluation of the potential of the control degrees-of-freedom of the wind turbine to affect the interaction effect between the turbines, and the other is the development of data-driven algorithms for the optimization of those control settings in order to improve wind plant performance.

The control degrees-of-freedom of a modern wind turbine are generator torque, collective and individual blade pitch, and rotor yaw. In high-fidelity computational simulation cases, these control degrees-of-freedom were used to affect the wake interaction effects in two ways: by axial-induction-based wake control, in which the energy extraction of the wind turbine is changed in order to affect the velocity deficit in the wake, and by wake deflection, in which the flow direction in the wake is manipulated in order to steer them away from downstream turbines.

Axial-induction-based control can be performed by offsetting collective blade pitch or generator torque from their turbine-level optimal settings. The potential gain from using axial-induction-based plant-wide instead of turbine-level optimized control, are dependent on the particular atmospheric conditions, the wind plant configuration, and the turbine characteristics. Simulation cases presented in this thesis even suggest that there are circumstances in which the concept of total wind plant power increase through axial-induction-based control is infeasible, because wake expansion makes that much of the energy added to the flow by the control changes, is lost to the atmosphere.

A better potential is demonstrated for wake redirection control. Yaw control and modified individual pitch control (IPC) were shown to be able to induce significant wake redirection. For the tested IPC-based techniques however, this wake redirection goes at the cost of loads increases, making it a less suitable candidate for practical application. Wake deflection through yaw offsets has been shown to be successful at increasing the
total power production of small wind plant setups in high-fidelity simulations. Both increases and reductions of fatigue loads result from yaw-based wake redirection, depending on the settings used, but the load increases can partly be mitigated using standard load-reducing IPC.

Two main approaches for data-driven wind plant control development were taken in this thesis: direct data-driven approaches, in which control settings optimization directly based on measured data, and data-driven model-based control, in which the optimization is based on models for which the parameters are identified from measured wind plant data.

Direct data-driven algorithms for axial-induction-based control are presented that optimize the axial-induction settings of each turbine in the plant with the objective of power production increase. A speed-up of the optimization is achieved by using gradient-based optimization techniques with a distributed approach in which the effect on neighboring turbines is taken into account only. Using information on the spatial configuration of the wind farm in this way, results in a much faster convergence of the power optimization than is achieved with an existing method with full communication between the turbines. This is because there are significant delays between control actions on turbines, and the response of turbines further downstream, because the wake effects need to propagate through the wind field.

Further, a data-driven model-based wind plant control strategy was presented to optimize the yaw settings of each turbine in the plant with the objective of electricity production increase. The optimization is based on predictions provided by a newly developed control-oriented model that predicts the effects of the yaw settings on the steady-state wake deflection and velocity deficit. The model has a relatively small number of parameters that can be identified using time-averaged electrical power measurements of the different turbines in the wind plant (gray-box system identification). The model is computationally efficient enough to enable real-time online wind plant control optimization, using a game-theoretic search method. The application of the wind plant optimization method in a high-fidelity CFD simulation of a small wind plant, demonstrated an increase in electrical power production, and a reduction of wind turbine fatigue loads. Based on the novel data-driven model, a 1.1% electricity production increase is predicted on an annual basis, through using yaw-based wind plant control on a full-size offshore wind plant (the Princess Amalia Windpark).

The control-oriented wind plant model was further extended to include dynamics of the wake propagation delays between the turbines. The model has a feedback structure in which a linear state-space model describes the propagation of changes in the wake through the wind field. Only two model parameters were added to include these dynamics, such that the tuning process is not further complicated to a large extend. The model structure allowed the development of an observer that uses Kalman filtering to correct the flow field velocities on the basis of power measurements at the turbines. A relatively small increase of wind plant performance was demonstrated by going from yaw control optimization based on the steady-state model, to optimization based on the dynamic model. A practical benefit of including the dynamics is the fact that the gray-box sys-
tem identification can be performed directly on the basis of the dynamic responses of the wind plant, rather than on time-averaged data, which is expected to be an important benefit when applying data-driven model-based control on a real wind plant with continuously changing ambient conditions.
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